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Chapter 1: Solution Overview

Introduction

A key client benefit of (PowerVS) is the ability to integrate it
with their x86-based workloads running in IBM Cloud for a single multiplatform
business solution. For example:

e An Oracle database running in AIX in PowerVS connecting to a Linux

application server in an x86 virtual server instance (VSI)
e A core banking application in IBM i connecting to a point-of-sale application in a
VVMware-based x86 VSI
While deployment of both PowerVS and x86 VSls is straightforward, additional
network configuration is required for those workloads to be able to communicate.
Simply using a common IP address and subnet scheme is not enough for an application in
an x86 VSI to access data in a PowerVS VSI.

This tutorial will provide step-by-step instructions for performing that extra required
network configuration in three common use cases.

Use Cases

PowerVS and x86 VSI Integration

In this case we have an x86 VSI (or baremetal server) communicating with a PowerVS
VSI.

PowerVS and VMware Integration

Here we have x86 VSI within a VMware cluster in IBM Cloud communicating with a
PowerVS VSI. VMware VSiIs require additional configuration on top of what basic x86
VSIs do in order to integrate with PowerVsS.

PowerVS and Virtual Private Cloud Integration

Lastly, we have a VSI or baremetal server in a Virtual Private Cloud (VPC) within “Gen
2” IBM Cloud communicating with a PowerVS VSIL.


https://www.ibm.com/cloud/power-virtual-server

Solution Components and Requirements

Components

The following components need to be setup in the IBM Cloud Ul.

1. Open an IBM Cloud account

2. Create two Power PowerVS location Services and a private
subnet in each PowerVS location.

3. Provision AIX and IBM i VSIs in each PowerVS location

4. Order Direct Link Connect Classic to connect each PowerVS
location to IBM Cloud

5. Order two Vyatta Gateways one in each datacenter: Lon06 and
Tor01 datacenters or your chosen datacenters to allow for
PowerVS location-to-PowerVS location communication

6. Request a Generic Routing Encapsulation (GRE) tunnel to be
provisioned at each PowerVS location.

7. Configure three GRE tunnels in the Vyatta Gateways. Two to
connect Vyatta Gateway to the PowerVS location GRE tunnels
created in Step 6 above and one across Vyatta Gateways to
connect Vyatta-to-Vyatta. This will allow end-to-end PowerVS
location to PowerVS location communication for the VSIs in the
PowerVsS locations and to the IBM Cloud VSIs and other services
such as Cloud Object Storage (COS).

8. Configure a Reverse-proxy Centos VSI to allow access to Private
Cloud Object Storage endpoint from PowerVS location

Requirements
Open an IBM Cloud account

Login to https://cloud.ibm.com and follow the procedure to open an Internal to external
account.

For internal accounts, you can use your IBM intranet ID and password. For external
accounts you will need to provide a billing source such as a credit card.



https://cloud.ibm.com/

Create PowerVsS location Service and Subnet(s)

All Power VSiIs are provisioned in what is called a PowerVS location. This is a separate
datacenter adjacent to IBM Cloud datacenters. In order to setup your PowerVS location,
you will setup a PowerVS location service in the IBM Cloud Ul. The PowerVS location
service is a service within IBM Cloud which allows you to provision Power AlX and
IBM I VSIs. There is a limit of one PowerVS location service per datacenter in IBM
Cloud. In our scenario we have created two PowerVS locations, one is Toronto and one
in London datacenters.

Prior to provisioning Power VSI in the PowerVS location, you will need to create at least
one subnet. You can have as many subnets as you require in each PowerVS location
service on which you can provision your Power VSIs.

Provision AIX and IBM i VSIs in each PowerVsS location

In each PowerVS location service you can create AIX or IBM i VSIs. The details are
provided in the next section.

Order Direct Link Connect Classic

You will need to order Direct Link (DL) Connect Classic to allow your Power VSIs to
communication with Linux/Window VSlIs in IBM Cloud and also with all other IBM
Cloud services such as VMWare VMs, and Cloud Object Storage (COS). Ordering a DL
may take 1-2 weeks to complete. There is no charge for this service as of June 2020.

Order Vyatta Gateways in each datacenter

In order to setup communication between the two PowerVS location datacenters, you will
need to use a Generic Routing Encapsulation (GRE) tunnels. GRE tunnels are
provisioned on Vyatta Gateways so you will need to order one Vyatta Gateway in each
PowerVS location.

We ordered one Vyatta in LONO6 and the other in TORO01 datacenters where our
PowerVS locations exists.

Request a Generic Routing Encapsulation (GRE) tunnel

You will need to open a support ticket with Power Systems and request that a GRE tunnel
be provisioned in each PowerVS location. They will provision their end of the GRE
tunnel and send you the information so you can continue and provision your end on the



Vyatta Gateways. You will need to provide the subnets information in each PowerVS
location in the ticket.

Configure three GRE tunnels in Vyatta Gateways

We used the following link to configure the GRE.
https://cloud.ibm.com/docs/power-iaas?topic=power-iaas-configuring-power

After the support team finished configuring the GRE tunnel, you will need to configure
your end of the GRE tunnel on the two Vyatta Gateways.
You will need three GRE tunnels

1. GRE tunnel on Vyatta to terminate the PowerVS location GRE in

LONOG6

2. GRE tunnel on Vyatta to terminate the PowerVS location GRE in
TORO1

3. GRE tunnel across the two vyatta gateways. One on each side.

Configure a Reverse-proxy Centos VSI

In this section we will discuss the procedure to configure a reverse proxy to allow access
to private COS endpoint.

All access to COS from Power VSl is via this reverse proxy.

You will access it via proxy ip>.

You will need to provision a Centos or Redhat VSI in IBM cloud to configure at reverse
proxy. This VSI must have public access. After configuration, the public access can be
disabled.

Diagrams

The overall architecture of our deployment is shown in Figure 1.
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Create PowerVs location Services and Subnet(s)

You will need an IBM Cloud account to start this process.
Go to the main IBM Cloud UI page and click on “Catalog” on upper right side of the UL
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Under Select Region, choose your region. You are limited to only one service per region.
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Select a “Service Name” or chose default name provided.
Then press “Create”
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Your PowerVS location service will now appear under the Services tab.

You will repeat this process to create a second PowerVS location service. In our case we
have two PowerVS location services, one in London and one in Toronto.
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Next you will need to click on the PowerVS location Service you created and provision a
subnet to be used by your Power VSI servers.
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Choose “Subnets” from the menu on the left.
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New subnet

N

Name cior @

new-1on06-subnet 192.168.60.024

192168601

P ranges @ Ons server

192.168.60.2 - 192.168.60.254 127.00.1

Provide the following information:
1. name for your subnet
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2. CIDR range. This can be any private IP subnet ranges. For example,
192.168.5.0/24. You may choose /21 to /30 based on how many
IPs you will require. You may use your own private CIDR if you
wish.

3. The rest of the fields will be automatically populated based on the
CIDR you provided.

Press “Create Subnet”
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Subnets
Learn mare about cont
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rrrrrrrrrr

There should be a VLAN ID associated with the subnet.

At this point, you will need to open a Support Ticket with Power System to request that
the subnet be configured to allow local communication between any Power VSI you
create in this PowerVS location service. Provide your PowerVS location service location,
and your subnet in the ticket.

Without this step, the Power VSI you create will not be able to ping between each other
even if they are on same subnet in the same PowerVS location.

Provision AIX and IBM i VSIs in each PowerVS location

The procedure is similar for both AlX and IBM i VSI provisioning. Here is a procedure
to create an AIX 7.2 VSI. The cost shown are monthly costs, but you are being charged
hourly.

Go to the IBM Cloud Catalog and press the “IBM Cloud” on top left side of the UL
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Click on the service for datacenter in which you have created a PowerVS location power
service. In this case we will choose Toronot0O1 PowerVS location service.
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Loar mors about Getling started

SSH keys

Name 1Ps Image CPUS. RAM Status

192.168.6.136 7200-04-01 268 L]
192.168.6.167 7200-04-01 acB L]
0.5 cores GB L]
192.168.6.151, 192.168.142.78 1BMi-73-07-001 0.5 cores 4GB L]
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Since we have already provisioned several VSls, we see the list show above. If you are
creating VSIs for the first time, your list will be empty.
Press “Create Instance” on upper right-hand side.

Power Systems Virtual Server-Toronot01 @ acive Addtags 2

Virtual server instance creation

Create a new instance for Power Systems Virtual Server-Toronot01

This is where you provision AlX or IBM i VSIs.
Choose a name for your VSI, i.e., AIX-72-Tor01 and select how many VSIs you need to
configure. The names of the VSI will be appended with a “-17, “-2” etc. if you select
more than one VSI.

You may leave VM pruning and SSH key as is since the VSIs will have no passwords
when you create them for the first time. You will need to create a password via the OS
command.

Scroll down to choose other options.

11
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Here you will choose the following options:
e Operating System - AIX or IBM i or any other image you may

have imported via the "Boot Image” menu on the left.

e Image type: AIX 7.1 or 7.2, etc.

e Disk types: Type 1 or 3. Type 3 is a less expensive option which
we selected.

e Machine type: S922 or E980. S922 is the cheater of the two
which we selected.

e Processor: Dedicated or Shared or Shared Capped. We choose
“shared” as its less expensive.

e Choose the number of cores and RAM you will need. The
minimum core is "0.25”.

e You can also attach additional volume to the VSI is you wish. We
did not do that here and only used the root volume which is
included.

Next you will scroll down to choose your subnet on which these VSIs will be
provisioned. It is assumed you have already created one or more subnets prior to this
step.

Click on the “Attached Existing” under networks.

12
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Now check the box “I agree to the ....” And press “create Instance” in lower right-hand
side.

Your VSI is now being provisioned.

Order Direct Link Connect Classic

You will need to order Direct Link (DL) Connect Classic to allow your Power VSIs in
the PowerVS location to communication with Linux/Window VSIs in IBM Cloud and
also with all other IBM Cloud services such as Cloud Object Storage and VMware
services. This process may take 1-2 weeks to complete.

There are several steps involved in completing DL ordering:

13



Order Direct link connect classic service on IBM Cloud UI - see
steps below

Next a support ticket will be created, and Support will send you a
word document with questionnaires to be completed concerning
various DL settings.

Complete the questionnaires and upload it to support in the ticket.

Support will then request that you create a new support ticket with
the Power System so they can complete their side of the DL
provisioning. Attach information about the DL in the original ticket
to this ticket.

The DL will be provisioned, and you will be notified when complete.

You can now test connection to any Linux/Windows VSI you may
have in IBM Cloud and other IBM Cloud services.

To start the DL order process, go to IBM Cloud Ul and log in.
Choose “Catalog” from upper right-hand side, and search for “direct”.

Search results for ‘direct’ 7resus

r & " [

Select “Direct Link Connect on Classic”.

14



CeETOe

©a

0 -8 noe

Summary

ouds linked to your

ate natwork rafic o all 18M Cloud

Features

Fully Integrated Hybrid Envirenment

Whether your resources are in yaur datacentar or on the 1BM Cloud, you can operate withthe speed and securitythat your
business recuires.

Secure Dedicated Cannectivity

Beploy your reso Yo secure netwark foe

security and compliance.
Unmatched choice and invast
Choose port speeds of 50, 100, 2
Speeds saamlessly.

protection
Mbps, 1 Ghps, 2 Gbps, or 5:Gbps. As your neads change you can transition youe

Screanshot

=
w8 ccaaa® L E

Press “Create”. There are no options to select.

iom.com/c

B anseieTomer [ bt £ o

& Classic

Overview
Dovices.
Storage.
Network
Security

Services

IBM Cloud Direct Link Connect

order Direct Link Connect @

The table below shows the status of 1BM Cloud Direct Link Cennect connectians provisioned for this account, Details of by clicking on th name, The
or status.

NAME LINK SPEED LOCATION NETWORK PROVIDER CONNECTION STATUS Actions
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Now choose “Order Direct Link Connect” from top right-hand side.
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Location
securty Total due per month:  $895.00

Total due now $0.00

e Choose a "name” for the DL.

« Choose a location for the DL. This should be the same location as
where you created your PowerVS location Service.

o Choose "link speed” under network provider menu.
o Choose "Local Routing (free)”

Global routing will require additional charges and will allow for easier PowerVS
location-to-PowerVS location communication. You will also need to order a Vyatta
Gateway Router to complete your Global routing option via use of a GRE tunnel. Support
can help you with this further.

In our case, we decided to use Local Routing and then order a VVaytta Gateway in each
PowerVS location and provision a GRE tunnel end-to-end.

16
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o Check the box to accept the offer and press "Create”

A support case will be opened with the information required.

Support Center |

Manage cases

Q. number:C51808755 % Filter by status v & 0 Viewarchived cases [3 [t
Humber Subject Offering, Status Updated
~  cs1808755 Sales Request Infrastructure New 2020-05-15
Description 2020-05-15 10:41:53 Watchlist @
@& -
Commants Attachments © LY 3
]
a
® w

There are no resources available

VRF:
‘Term & Condiitions: Agreed.

\dd comments here ..r 4 rage resolution
a ; .
cemcoe:ins ccaaa® = Y @om moso v

After this is complete, you will then be contacted by support and
requested to complete and answer some questions in an attached
document and send it back as attachment to the same ticket.
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After this step is complete, support will request that you open a new
IBM support ticket and address it to the Power System. Include the
information in the original DL ticket. This new ticket will be sent to the
PowerVS location support to configure their side of the DL connection.

This should be the last step before DL communication works. You can
test your connection by pinging IBM Cloud Linux/Windows VSI from
your Power VSIs and in reverse.

Order Vyatta Gateways in each datacenter

In our scenarios we used two Vyatta Gateways, one in each PowerVS location to provide
end-to-end PowerVS location-to-PowerVS location communication using GRE tunnels.

Login to IBM Cloud and click on the “Catalog”, then search for vyatta.

g 9% ¥ noe =

Search results for ‘vyatta’ ss resuts

FEEDBACK

Select “Gateway Appliance” and click on it.
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Select “AT&T vRouter”. This is the Vyatta Gateway. You have other choices of
Gateways, but we will use Vyatta.

Provide a name for the Gateway and include the PowerVS location name in it so you can
distinguish them later.

Select Location to match your PowerVS location.
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[ vonoo B iMTesm 37 fasd - Dropbox E) deerreplant B AnsbleTowse B3 i8tinsurance [ My account - Hyper.. B} IBMClouid . VPC C reter

Summary

1 Intel Xeon 5120 $740.36/mo

CPU Model Speed Storage Features.

@®  IntelXeon 5120 28 Cores 220GHe Up101926G8 Up to 4 Drives
! e 1.- Disk controller - Non-RAID  $0.00
3268($183.08] v @D 'svservice-ab-key, labservi v Addkey © Individual $27.18
o Network interface $31.03
Storage disks 1of4disks used Addnew ©

Here you can add, remove, and configure storage disks. You can also configure RAID storage volumes and disk partitions.
Type Disks. Hot Spares. Disk Media Disk Size
Individual v 1 SATA HOD v 2.00 T8 [$27.15] v Total due per month*

Network interface

terface Port redundancy Port speed Public Egress - Bandwidth

Private Automatic (recommended) v 1Gbps [$31.03)

068 ($0.00]

Save as quote

Choose the following options:
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e Uncheck the High Availability option unless you wish to order
one which means you will order two Vyatta Gateways in each
PowerVS location. We uncheck this option.

e Select the location by pressing on the arrow key in each location
to find the exact datacenter where you PowerVS location are
located.

e You may need to choose the POD if there are several PODs in
the selected datacenter location.

e Select the CPU single or dual processor. We chose Single
Processor.

e Select the amount of RAM you wish and add ssh keys if you like
to login without password. This can be done later too.

e Choose Private network interface unless you wish to use the
default which is public/private interface. We chose private
network interface only.

Sinele processor _

CPU Model Cores Speed RAM Storage

®  Intel Xeon 5120 28 Cores 2.20GHz Upto192 GB Up to 4 Drives

32GB[$171.10] hd None v Add key @
Add-ons v
Storage disks 1of 4 disks used
Here you can add, remove, and configure storage disks. You can also configure RAID storage volumes and disk partitions.
Type Disks Hot Spares Disk Media Disk Size

Individual v 102 SATA HDD ~ 2.00 T8 [$25.38]

$880.76

Port speed Public Egress - Bandwidth

10 Gbps [$125.00] v 0GB [$0.00]

Now check the box to agree with service agreement on the bottom-right side and
press “Create”
The vyatta gateway is now being provisioned. This may take several hours.

You will need to do this process in each of the two PowerVS locations.



21

After the Vyatta Gateway is provisioned, you can see it listed under “Devices” where
you can find your “vyatta” and “root” user passwords.

&  Cisco AnyConnect Secure Mobility Client  Edit U AC 3D ECEHeO W S 00xED Wd836AM Q =
eee x @ y . - o

© @ %5 https://cloud ibm.com/classic/netw

T

voroo E3muTesm 37 faad-Drcpbex 2 deorropiant B2 AnviieTomer £ Buimceance L My ccouns - Wyper.. B IBMClosia ) VP Clretoronce B30

Gateway Appliances

Gateway ~ Vendor Location Pod Configuration Associated VLANs Status
Updating

ATt Toronto 1 t0101.01a Standalone oVLANS Updating

creenshot

T Cookie Preferences
20=Q0OYQP aleRD v Gy @ ¥ oEe *
To log into the vyatta gateway, use a browser and access it via the link:
https://<ip address of the vyatta gateway>

user: vyatta
password: as show under “devices” in IBM Cloud UI and password tab on the left.

& Firefox File Edit View History Bookmarks Tools Window Help U BACS DS DGO W 7 0B Wedll0IAM Q =

@ ymoe =

B iBMCioud  VPC Clireference EIIOL  WysttaVeN-VRC
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e e
] — — At s g -
v owornsces | 4000n00. 10.72.74.203/26 lG.’D 91kbps 2845 k0ps
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System Intormation * w00 2 B 282300
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ot = 100101
oot e ant .
images ;1
@083 L 0kops. 0kdps.
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= =
T —— ot |t o e G i
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Management
s e Sonm
= . 730
Lo | 012 it g el
P
L Lo R4 g Sysiog ™ Global faciity/level: protocoly/detug, al/notice
e
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Typically, you will use a command line to ssh to the vyatta for further configuration.
You will use the “vyatta” user id to do the configurations.

Request a Generic Routing Encapsulation (GRE) tunnel

You will need to open a support ticket to Power Systems and request that a GRE tunnel
be provisioned in each PowerVS location. You will need to provide information on the
subnets you created in the PowerVS location. They will provision their end of the GRE
tunnel and send you the information you will need so you can continue and provision
your end of the GRE tunnel on the Vyatta Gateways.

Power Support team will send you the following information for your GRE tunnels after
they complete their end of the GRE tunnel:

TORO1:

In Tor01 to POWERVS LOCATION GRE:
Your destination should be 10.254.0.30
Your tunnel ip 172.20.8.1
Power-PowerVS location-Side:

Tor01: interface Tunnel5

description IBM5-GRE

vrf forwarding IBM5

ip address 172.20.8.2 255.255.255.252
keepalive 5 3

tunnel source 10.254.0.30

tunnel destination 10.114.118.34

tunnel vrf IBM5

LONOG:

In Lon06 to POWERVS LOCATION GRE:
Your destination should be 10.254.0.26
Your tunnel ip 172.20.2.1
Power-PowerVS location-Side:

Lon06: interface Tunnel4

description IBM3-GRE

vrf forwarding IBM3

ip address 172.20.2.2 255.255.255.252
keepalive 5 3

tunnel source 10.254.0.26

tunnel destination 10.72.74.203

tunnel vrf IBM3
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The items shown in Red is what you will need to configure your end of the GRE
tunnel in each Vyatta Gateways.

» Note that your tunnel IP address is 172.20.2.1/30 where
255.255.255.252 translate to /30

» Your tunnel destination IP is their tunnel source IP.

> Your tunnel source IP is the IP address of the vyatta gateway

Verify your Vyatta Gateway access.
The Vyatta Gateway address can be find in the IBM Cloud Ul under Devices.

Login to IBM Cloud UI and press “IBM Cloud” on top left-hand side.

B voboo B3 BMTeam 37 fard - Dropbos £2) deerreptont ) AnsiieTowar 3 iominsurance I My accon

B i@MClouid | VPC CUreference EIIDL (' WyataVPN-YRC O wyatia-London

Dashboard

FEEDBACK

1BM Cloud status visw all Recent support cases

Click on “Devices”

ta3d - Dropter £ doorrapiont

£ ansibleTower £ binsis

Resource list

« Name T Grovp Loeation Offering Status Tags

S P m

+ 43 0Q

FEEDBACK

Dallas 05

~ Cloud Foundry apps
~ Cloud Foundry services
v services

~ Storage

v Network

~ Cloud Foundry enterprise environments
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Choose the Vyatta system you like to configure:
e vyatta-labservices-lon.ibm.cloud

e vyatta-labservices-tor.ibm.cloud

LONO6:
Click on the London vyatta: vyatta-labservices-lon.ibm.cloud

== Vyatta-labservices-lon.ibm.cloud ¢ 2 @ Poneredon @ Connected m

Server details System details

Name
Type
Gateway appliance

vices-lon.ibm.cloud & 05 ATT Virtual Router Appliance (vRouter 5600] 1801q

Security Device SuperMicro AOM-TPM-9671H

Remote Mgmt Card Aspeed AST2500 - Onboard

Status ACTIVE 21 16GB Hynix 1668 DDRA 2Rx8 Modify
1 1374067 222,26 (eon-Skylake (5120-GOLD) Modify
6/17/2020, 10:39:19 AM 2 1o PWS-751P-1R

NjA Suy AOC-UR-idXTF
CB19UAG36BA0190 Su X11DPUs_R1.10 View dtails
NiA & Mal nboar odify
London & Suj SAS3-815TQ-N4
SLo1F6aN
Monthly
Sarvico Sotup
Network details Order 1Ps @
Status Redundancy Interface VLAN Actions
Ser
@ Active (1000Mbps) @ Active private (eth0eth2) lon06.bcr01a.1227

Under the “Network Details” you will see your Vyatta Gateway IP address:

Your credentials are under the “password” menu on the left-hand side. Click on the icon
next to the password to see it unencrypted.

== Vyatta-labservices-lon.ibm.cloud #wws 2 @ Poweredon ® Connected m
Overview Password manager
o This tool helps track users and their passwords.
- 1t does not modify users and passwords on their devices. Add crodentials ©
u
Software Username Password Last Modified Notes Actions.
Ml Re 00 KnsDs B 1 0
R ppli R¢ 0 .~ @ .\ 0

Open a browser and login to the Vyatta Gateway using:
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https://cloud.ibm.com/gen1/infrastructure/bare-metal/1374067/details
https://cloud.ibm.com/gen1/infrastructure/bare-metal/1374067/details
https://cloud.ibm.com/gen1/infrastructure/bare-metal/1374067/details

userlID: vyatta

Password: as show in the GUI
https://10.72.74.203

ssh vyatta@10.72.74.203

Note: Prior to login to a 10.x.x.x private IPs in IBM Cloud you will need to start your
MotionPro Plus VPN access. This will give you access to IBM Cloud private IPs.

[ vanco E)i@meam % fasd -Oropbox B deeerepiant B AnsiseTowsr B51 mhansurance [ My account - Hyper.. B 1BMCIouid ) VPG Cuintorance BIDL ) vyanabP-vPC O wyatia-Landon ) vyata-Toronto

hip.

You have been logged out due to inactivity. Please login again:

sarmams. v
[—

—
_
[ voroo B iouTesn 3 faod - Oropbox ) deerrepiant £ AnsilcTower £] 1BMinsurance [0 My accoust - Hyper. £ IBMClouid  VPC Clireference ESDL  VystlaWPNAPC O wyolta-London ) vyatta-Toconto L —
O VYATTA.
v T @ g
e S —————
— s -
- I S— fam | Gurcoten 1P A ot " o
mory 7 [ #Rof03GE ] dpoten™ s Ay || st
e[ WM | —
<<<<<< o . aitps Okbps
e pren 8 s e
A - e
e
o P
o
- e —
= =
—r== =
e vy . e ——
i ivmamamr i
=
e
=
i [ty yemry ey e
e
e

Now that you have verified you access to the Vyatta Gateways, you will need to now
access it via ssh to continue your GRE tunnel provisioning.

Setup PowerVsS location GRE tunnels in Vyatta Gateways

The following references may help in configuring GRE tunnels:

25


https://10.72.74.203/

Open a command window on your Mac/Window.

Note: Prior to login to a 10.x.x.x private IPs in IBM Cloud you will need to start your
MotionPro Plus VPN access.

Setup GRE PowerVS location Tunnel in LONOG6:

userID: vyatta

Password: as show in the GUI
ssh

ssh to LONO6 Vyatta Gateway.

Last login: Tue Ju

vyatta@vyatta-labservices-lon:~$ I

26


https://cloud.ibm.com/docs/virtual-router-appliance?topic=solution-tutorials-configuring-IPSEC-VPN
https://cloud.ibm.com/docs/virtual-router-appliance?topic=solution-tutorials-configuring-IPSEC-VPN
https://docs.huihoo.com/vyatta/6.5/Vyatta-Tunnels_6.5R1_v01.pdf
mailto:vyatta@10.72.74.203

We are using the information provided by support for LON06 GRE.

In Lon06 to POWERVS LOCATION GRE:
Your destination should be 10.254.0.26
Your tunnel ip 172.20.2.1

Power-PowerVS location-Side:

Lon06: interface Tunnel4

description IBM3-GRE

vrf forwarding IBM3

ip address 172.20.2.2 255.255.255.252 (172.20.2.2/30)
keepalive 5 3

tunnel source 10.254.0.26

tunnel destination 10.72.74.203

tunnel vrf IBM3

Run the following commands:
We have chosen to call our tunnel “tun0” on the Vyatta Gateway.
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» configure

» set interfaces tunnel tun0 address 172.20.2.1/30
» set interfaces tunnel tunO local-ip 10.72.74.203
» set interfaces tunnel tun0 remote-ip 10.254.0.26
» set interfaces tunnel tun0 encapsulation gre

» set interfaces tunnel tun0 mtu 1300

> commit

> exit




vyatta@vyatta-labservices-lon:~$ configure

[edit]
vyatta@vyatta-labservices-lon# set interfaces tunnel tun@ address 172.20.2.1/30
[edit]
vyatta@vyatta-labservices-lon# interfaces tunnel tun@ encapsulation gre
[edit]

interfaces tunnel tun@® mtu 1300

interfaces tunnel tun® local-ip 10.72.74.203

on# set interfaces tunnel tun@® remote-ip 10.254.0.26
[edi
vyatta@vyatta-labservices-lon# commit
[edit]

vyatta@vyatta-labservices-lon# show interfaces tunnel
tunnel tun@ {

address 172.20.2 @

encapsulation gre

local-ip 10.72.74.203

mtu 1300

remote-ip 10.254.0.26

1
[edit]
vyatta@vyatta-labservices-lon# show interfaces tunnel tun@
tunnel tun@ {
address 172.20.2.1
encapsulation gre
local-ip 10 7
mtu 1300

te-

You can verify that your GRE tunnel is setup by running the following commands:

> configure

» show interfaces tunnel

» Or to get more info:

» Show interface tunnel tun0
> exit

Setup GRE PowerVsS location Tunnel in TORO1:

userlD: vyatta

Password: as show in the GUI
ssh vyatta@10.114.118.34
ssh to Tor01 Vyatta Gateway.
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mailto:vyatta@10.114.118.34

ishi$ ssh vyatto@10.114.118.34

#1 SMP Debian 4.9.124-@vyattaZ+2.1 (2018-09-05) x86_64

Last login: Tu

vyatta@vyatta-labservices-

In TorO1 to POWERVS LOCATION GRE:

Your tunnel ip 172.20.8.1
Power-PowerVS location-Side:

Tor01: interface Tunnel5

description IBM5-GRE

vrf forwarding IBM5

ip address 172.20.8.2 255.255.255.252
keepalive 5 3

tunnel source 10.254.0.30

tunnel vrf IBM5

Run the following commands:
We have chosen to call our tunnel “tun0” in the Vyatta Gateway same as the other Vyatta
Gateway.

> configure

» set interfaces tunnel tun0 address 172.20.8.1/30
» set interfaces tunnel tun0 local-ip 10.114.118.34
» set interfaces tunnel tunO remote-ip 10.254.0.30
» set interfaces tunnel tun0 encapsulation gre

» set interfaces tunnel tun0O mtu 1300

» commit

> exit
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vyatta@vyatta-labservices-1# configure

vbash: configure: command not found

[edit]

vyatta@vyatta-labservices-1# set interfaces tunnel tun@® address 172.20.8.1/30
[edit]

vyatta@vyatta-labservices-1# set interfaces tunnel tun@® encapsulation gre
[edit]

vyatta@vyatta-labservices-1# set interfaces tunnel tun@ mtu 1300

[edit]

vyatta@vyatta-labservices-1# set interfaces tunnel tun@® local-ip 10.114.118.34
[edit]

vyatta@vyatta-labservices-1# set interfaces tunnel tun@® remote-ip 10.254.0.30
[edit]

vyatta@vyatta-labservices-1# commit

[edit]

To show the status:

configure
show interfaces tunnel
Or to get more info:

Show interface tunnel tun0

VVV VY

exit

vyatta@vyatta-labservices-1:~$ configure

how interfaces tunnel

Setup GRE tunnel between Two Vyatta Gateways

In this section you will setup a new tunnel in each of the two vyatta gateways to allow for
cross Vyatta connection via a GRE tunnel.

In this case we choose the tunnel address and tunnel source and destination IPs. The
tunnel address can be any IP subnet you choose. We named our tunnel “tunl” in both
Vyatta Gateways. We have selected a similar IP as the ones used in the PowerVS location
GRE tunnels. We choose a CIDR of /30 since we only need two IP address, one in Tor01
and one in Lon06.
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» In Lon06 Vyatta the GRE Vyatta-to-Vyatta tunnel address is
172.20.4.1/30

» In Tor01 Vyatta the GRE Vyatta-to-Vyatta tunnel address is
172.20.4.2/30

» Your tunnel destination IP is the IP address of the vyatta
gateway in each location

» Your tunnel source IP is the IP address of the vyatta gateway in
each location

» We call the tunnels tunl in both locations

TORO01 GRE Configuration:

Y

configure

Y

set interfaces tunnel tunl address 172.20.4.1/30

\%

set interfaces tunnel tunl local-ip 10.114.118.34

Y

set interfaces tunnel tunl remote-ip 10.72.74.203

\%

set interfaces tunnel tunl encapsulation gre

\%

set interfaces tunnel tunl mtu 1300

Y

commit

%

exit

LONO06 GRE Configuration:

7
/

configure

7
/

set interfaces tunnel tunl address 172.20.4.2/30

\4

set interfaces tunnel tunl remote-ip 10.114.118.34

7
/

set interfaces tunnel tunl local-ip 10.72.74.203

\4

set interfaces tunnel tunl encapsulation gre

\4

set interfaces tunnel tunl mtu 1300

\74

commit

\4

exit
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atta-labservices-lon# show interfaces tunnel tunl

.

H
[edit]
vyatta@vyatta-labservices-lon# D

The final steps needed is to setup static routes in each Vyatta to point the subnets for our
PowerVS location to the right tunnels.

Find the subnets you created in each PowerVS location in TOR01 and LONO6 by
accessing the services in the IBM Cloud Ul for each PowerVS location.

«
[vonco EDuTenn 3 s - Oropbor ) deorrepant £ AnsieTowor B iesansurance [ My account - Hyper

Power Systems Virtual Server-Toronot01 ®acwe Addtags 2

Subnets
Learn more about

Power Systems Virtual Server- LONDONO6 @ xctive  addtags 2

Subnets
arm mare about con

The static routes in LONO6 will need to point to the subnets in TOR01 and vis versa.
We will configure both GREs to the PowerVS location and between Vyattas.

Run the following commands in each Vyatta Gateway after login in via ssh using the
vyatta userlD:
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in TORO1 Vyatta:

configure

set protocols static route 192.168.6.0/24 next-hop 172.20.8.2
set protocols static route 192.168.50.0/24 next-hop 172.20.4.2
commit

V V V V V

exit

in LONOG6 Vyatta:

configure

set protocols static route 192.168.50.0/24 next-hop 172.20.2.2
set protocols static route 192.168.6.0/24 next-hop 172.20.4.1
commit

YV V V VY

exit

At this point you should have end-to-end connectivity and be able to ping between your
Power VSlIs in each PowerVS location and also from the Power VSI to IBM Cloud
services such as Linux/Windows VSI.

If you cannot ping the IBM Cloud VSlIs from the PowerVS location VSIs, you will need
to open a ticket to address this issue. Support needs to address this from their Cisco
Router side.

Configure a Reverse-proxy Centos VSI

We used the official IBM cloud procedure to configure the reverse-proxy server.
https://cloud.ibm.com/docs/direct-link?topic=direct-link-using-ibm-cloud-direct-link-to-
connect-to-ibm-cloud-object-storage

o You will need to first provision a Centos VSI in IBM cloud with both public and
private interface.

e Login to the VSI.

e Upgrade your operating system OS (yum update).
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e [nstall the EPEL repository (yum install epel-release).

e Install NginX (yum install nginx).

e Start nginx (Systemctl start nginx or just nginx)

e To allow service to run after reboot: systemct! enable nginx

Now Test your nginx deployment:
Open a browser and put in the following URI.

hitp://<IP address of the Centos VSI>
Now we will customize this nginx deployment to allow COS access.

e Make a backup of nginx.conf

e Replace the nginx.conf with nginx.conf file shown below. Keep
the same name: nginx.conf

https://cloud.ibm.com/docs/direct-link?topic=direct-link-using-ibm-cloud-direct-link-to-
connect-to-ibm-cloud-object-storage

e Generate ssl self-signed keys:
Login to the Centos vs

cd to root

provide unique value for items in RED.
openssl genrsa -des3 -passout pass:test]23abce -out acstest.key 2048

This command will generate a file called acstest.key in your present directory.
Next:

Item in blue is from the previous command output file name.

Items in red you will need to provide with your own information.

openssl req -new -newkey rsa:2048 -nodes -keyout acstest.key -out acstest.csr

[root@centos-reverseproxy-tor(Q1-fg ~J# openssl req -new -newkey rsa:2048 -
nodes -keyout acstest.key -out acstest.csr
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Generating a 2048 bit RSA private key
L

You are about to be asked to enter information that will be incorporated
into your certificate request.

What you are about to enter is what is called a Distinguished Name or a DN.
There are quite a few fields, but you can leave some blank

For some fields there will be a default value,

If you enter ', the field will be left blank.

Country Name (2 letter code) [XX]:us

State or Province Name (full name) []:pa

Locality Name (e.g., city) [Default City]:Philadelphia

Organization Name (e.g., company) [Default Company Ltd]:[BM
Organizational Unit Name (e.g., section) []:labser

Common Name (e.g., your name or your server's hostname) []:centos-
reverseproxy-tor01-fg

Email Address []:faad.ghoraishi@ibm.com

Please enter the following 'extra' attributes
to be sent with your certificate request

A challenge password []:test123

An optional company name []:
[root@centos-reverseproxy-tor01-fg ~]#

Next:
Items in blue are two files generated from previous command.
Now this command will generate the .crt file which you need.

openssl x509 -req -sha256 -days 365 -in acstest.csr -signkey acstest.key -out
acstest.crt

[root@centos-reverseproxy-torQ1-fg ~]# openssl x509 -req -sha256 -days 365 -in
labser.csr -signkey labser.key -out labser.crt
Signature ok
subject=/C=us/ST=pa/L=philadelphia/O=ibm/OU=labser/CN=centos-
reverseproxy-tor01-fg/emailAddress=faad.ghoraishi@ibm.com

Getting Private key

copy these files to location shown in the above link.

e Cp acstest.key /etc/pki/tls
e Cp acstest.crt /etc/pki/tls
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e Edit nginx.conf file and add the new acstest.key and acstest.crt file to
the path in the file.
e Proxy_Path: use the private endpoint of COS at IBM cloud.

o https://s3.private.us-east.cloud-object-storage.appdomain.cloud,

e Save the file

The final nginx.conf looks like this. This file looks different than what is in the above
IBM link. We had to add additional fields to make it work for IBM i COS interface via
this reverse-proxy. Items shown in Red are the ones which may need to be updated.
This also now works for AIX, so we will use this nginx.conf file.

user nginx;

worker_processes auto;

error_log /var/log/nginx/error.log;
pid /run/nginx.pid;

events {
worker_connections 1024;

http {
log_format main ‘$remote_addr - $remote_user [$time_local] "$request” '
"$status $body_bytes_sent "$http_referer" "
"'$http_user_agent" "$http_x_forwarded_for";

access_log /var/log/nginx/access.log main;

sendfile on;
tcp_nopush on;
tcp_nodelay on;
keepalive_timeout 300;
types_hash_max_size 2048;

include [etc/nginx/mime.types;
default_type application/octet-stream;
ssl_session_cache shared:SSL:1m;
ssl_session_timeout 10m;

ssl_ciphers HIGH: !laNULL:!MD5;
ssl_prefer_server_ciphers on;
proxy_http_version 1.1;

proxy_buffering off;
proxy_intercept_errors on;

#1BM COS Endpoints

# https://cloud.ibm.com/docs/servi oud-object 1! topic=cloud-object-storag ! -regions-and-endpoints
#FRA

server {

listen 443 ssl http2;

server_name _;

proxy_buffering off;

client_body_buffer_size 1100M;

client_max_body_size 1300M;

ssl_certificate "/etc/pki/tls/acstest.crt";
ssl_certificate_key "/etc/pki/tls/acstest.key";
location / {

autoindex on;

autoindex_exact_size off;

proxy_pass https://s3.private,us-east.cloud-object-storage.appdomain.cloud.
proxy_set_header Host $host;

proxy_set_header X-Forwarded-For $remote_addr;
proxy_http_version 1.1;

proxy_set_header Connection "";

}

}
}

Restart nginx.
e nginx -t
output:

nginx: the configuration file /etc/nginx/nginx.conf syntax is ok
nginx: configuration file /etc/nginx/nginx.conf test is successful
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https://s3.private.us-east.cloud-object/

e nginx -s quit; sleep 3; nginx

Your Power VSI client can now submit COS requests to the IP or URLs of the NginX
(proxy).

You will need to now install aws command line interface on your Power VSI server.

If you Power VSI has public interface then follow this procedure:

Install AWS CLI on Power VSI using pip:
CentOS 8:
e sudo dnf install -y python3 python3-pip

e sudo pip3 install awscli

If your Power VSI does not have public interface then you can follow this procedure to
download the awscli zip file.

The steps are:

1. Download the AWS CLI Bundled Installer. Browser to curl can be used.
$curl” " -0 "awscli-
bundle.zip"

2. Unzip the package.
$ unzip awscli-bundle.zip

Note
If you don't have unzip, use your Linux distribution’s built in package manager to
install it.

3. Run the install executable.
$ sudo ./awscli-bundle/install -i /usr/local/aws -b /usr/local/bin/aws

If you do not have “unzip” installed on your power VSI, then unzip the awscli.zip file
first on your Linux or laptop server and use “scp -1’ to copy the directory on unzipped
awscli to the Power VSI.

o scp -r <aws dir> root@powerlP:/

Follow the installation as shown in the above link.

Now you can issue a S3 commands using the aws cli:
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https://computingforgeeks.com/how-to-install-and-use-aws-cli-on-linux-ubuntu-debian-centos/
https://computingforgeeks.com/how-to-install-and-use-aws-cli-on-linux-ubuntu-debian-centos/
https://github.com/aws/aws-cli/issues/2543
https://s3.amazonaws.com/aws-cli/awscli-bundle.zip

Your COS endpoint is now the reverse-proxy URI;
e https://<IP address of the Centos VSI>

You will also need to setup you aws credential and keys using:
e aws configure

You will need to generate a HMAC credential.

https://cloud.ibm.com/docs/cloud-object-storage?topic=cloud-object-storage-uhc-hmac-
credentials-main

Enter your credentials from the COS HMAC. Make sure when u create a new credential
under Service Credential in COS GUI, you choose Advanced Option and check Include
HMAC Credential check box.

Create credential

Service credentials-hmac-fg.

Role: @

Wiriter

Seloct Sarice 10 (Optional) (@

Auto Generate

Includs HMAC Credential
@ o

Provide b ters in a valid JSON object (Op!

Agd inline configuration parameters (Optional)

{"HMAC :true}

The new credential will now show aws credential too which you used above.
{
"apikey": "2x7rTtJuYFuivMKR3C71iP3Mnausg8lt6A42GZoNt6FVb",
"cos hmac keys": {
"access key id": "ellldaebd3....",
"secret access key": "58f6de7£965ef528edc2e9..21036c8d623de"
by
"endpoints": "https://control.cloud-object-
storage.cloud.ibm.com/v2/endpoints",
"iam apikey description": "Auto-generated for key ellldaeb-d379-42ff-
aale-2c8b6994cTl.... .
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https://cloud.ibm.com/docs/cloud-object-storage?topic=cloud-object-storage-uhc-hmac-credentials-main
https://cloud.ibm.com/docs/cloud-object-storage?topic=cloud-object-storage-uhc-hmac-credentials-main

}
Our aws was installed in /opt/freeware/bin/. To see a list of Buckets from your Power
VSI:

e /Jopt/freeware/bin/aws --no-verify-ssl --endpoint-url https://<IP
address of the Centos VSI> s3 Is

If you get an SSL error, then issue this command instead. Our private interface reverse-
proxy ip = 10.166.112.144

e /Jopt/freeware/bin/aws --no-verify-ssl --endpoint-url
https://10.166.112.144 s3 Is

Output
e /Jopt/freeware/lib/python2.7/site-

packages/urllib3/connectionpool.py:986:
InsecureRequestWarning: Unverified HTTPS request is being
made to host '169.48.5.242'. Adding certificate verification is
strongly advised. See:
https://urllib3.readthedocs.io/en/latest/advanced-
usage.html#ssl-warnings

e InsecureRequestWarning,

e 2020-05-14 11:30:55 brms-bucket-backupvol

e 2020-05-19 08:55:33 cloud-object-storage-gj-cos-standard-fle

e 2020-06-10 16:00:20 cloud-object-storage-gj-cos-standard-ui4

e 2020-06-30 02:00:04 cloud-object-storage-gj-cos-standard-xiy-
aixos/7225

e 2020-07-02 13:12:05 cloud-object-storage-spectrumprotect-ab3

e 2020-05-21 10:27:00 cs-brms-02

e 2020-05-13 09:19:30 faad-bucket-osimages

e 2020-05-21 09:42:14 os-backups-ab

There are many other S3 commands you can issue.

e /Jopt/freeware/bin/aws s3 help
e https://docs.aws.amazon.com/cli/latest/reference/s3/
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Chapter 2: Implementation

PowerVS and x86 VSI Integration

Provision a PowerVsS in the PowerVS location

The procedure is similar for both AlX and IBM i VSI provisioning, except for the OS
types. Here is a procedure to create an AIX 7.2 VSI. The cost shown are monthly cost,
but you are being charged hourly.

Go to the IBM Cloud Catalog and press the “IBM Cloud” on top left side of the UL

Dashboard

@ 14

FEEDBACK

Choose “Services” from the list shown.

i B

Resource list

~ Name T Growp Location Offering Status Tags

@8 P m

v Devices

~ WPC infrastructure

v Clusters

jo

~ Cloud Foundry apps

~ Cloud Foundry services

+ B

°
FEEDBACK

- e PR .
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Click on the service for each datacenter in which you have created a PowerVS location
power service. In this case we will choose Toronot01 service.

Power Systems Virtual Server-Toronot01 @ acive Addtags £ Details | Actions v
| viruatserver instances Virtual server instances
Loarn more about Getting started nd Créating a virtual se
SSHkeys

1Ps Image CPUS. RAM Status
Subs
192.168.6.136 7200-04-01 268 L]
192.168.6.167 7200-04-01 1cores. acB L]
0.5 cores GB L]
192.168.6.151, 192.168.142.78 1BMi-73-07-001 0.5 cores 4GB L]
192.168.6.219, 192.168.142.77 1BMi-74-01-001 1 cores. ace L]
192.168.6.190 7200-04-01 0.5 cores. 268 Active ®
192.168.6.186, 192.168.142.75 7200-04-01 1 cores 268
192.168.6.112 7200-04-01 1 cores. 268 e
192.168.6.163 7200-04-01 1 cores ace Active e
92.168.6.118, 192.168.142.74 BMi-74 "2 ~ns 1 B e
Screenshot
tems perpage: 10 ¥ 1-100f 10items 1> oft

- SN e

Since we have already provisioned several VSI, we see the list show above. If you are
creating VSIs for the first time, your list will be empty.
Press “Create Instance” on upper right-hand side.

c o 0 as ibm.com/ e N%3AVI%3Ab put A s $3Aa" a6 bagef! g -~-9u +rmODe® =
=)

«
vano

Power Systems Virtual Server-Toronot01 @ acive Addtags 2

| vituatserver nstances Virtual server instance creation

e for

erver-Toronot01

This is where you provision AlX or IBM i VSIs.

Choose a name for your VSI, i.e., AIX-72-Tor01 and select how many VSIs you need to
configure. The names of the VSI will be appended with a “-17, “-2” etc. if you select
more than one VSI.

You may leave VM pruning and SSH key as is since the VSIs will have no passwords
when you create them for the first time.
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Scroll down to choose other options.

« (i) 0 ass

[ vonco B ioMTeam 35 faad - Dropbox ) deerre

Power Systems Virtual Server-Toronot01 ©acve adduags 2

Virtual ses

L Virtual server instance creation

@ Virtual servers
B

O SSHkey

O Bootimage
Select an image
O Profile

O storage volumes

O Network interfaces

Choose a type v @ Dedicated (O Shared uncapped (O Shared capped

Storage volumes

Here you will choose the following options:
e Operating System — AIX or IBM i or any other image you may

have imported.

e Image type: AIX 7.1 or 7.2, etc.

e Disk types: Type 1 or 3. Type 3 is cheaper option which we
selected.

e Machine type: S922 or E980

e Processor: Dedicated or Shared or Shared Capped. We choose
“shared” as its less expensive.

e Choose the number of cores and RAM you will need. The
minimum core is "0.25”.

e You can also attach additional volume to the VSI is you wish. We
did not do that here and only used the root volume which is
included.

Next you will scroll down to choose your subnet on which these VSIs will be
provisioned. It is assumed you have already created one or more subnets prior to this
step.

Click on the “Attached Existing .
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«

c e © @25 hitpsi/cloud.bm.com/servi
Bl vnco Eeumesn 3 - oropbox 3

mix%3ADUBIICHIADS s%3At
jaower £ 3

0r01%3Aa%2F 0642

v @ o @ 7
=L 0

VystavPN-vPC

Attach an existing network
Attach an existing network and spacify an IP address. If you do not

have an existing network you can create & attach after provisioning.

V Select a network
Lab-services-subnet2

© Avtomaticaly assign 1 address from address range
O speciyan 1P address

<« e @ O @%h power %3Abluemix3Apublics ' ib8seft: o ¥ IN@D @ =
[ vanoo B ieMTeam 3 fasd - Dropbox ) desrreplant ) AnsibleTower ) i8Minsurance IC0 My sccount - Hyper.. B IBMCIouid ") VPE CLI refersace £33 0L a
Resource st 1
Power Systems Virtual Server-Toronot01l @ scive fdduags 2
I Aol sorser instances Virtual server instance creation
SSH keys
Storage volumes ® Virtual servers 1 . 2
8ot images
Subnets. © S
Storage volumes
. ¥ u
© Bootimage provision the instance. “ "
O storage volumes
Network interfaces
@ Network interfaces. Under
ihe cou.
bosaved.
Putlc metworks
QB off
Sereenshot
Name 1P address. 1P range
- ™ D

Now check the box “I agree to the ....” And press “create Instance” in lower right-hand
side.

Your VSI is now being provisioned.

Provision a Linux VSI in IBM cloud

Login to IBM Cloud UI and choose “catalog”

Search for “vsi”
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€« c @ D @25 hitpsijcloud ibm.com/catalog?se 0 -9 yin@D@® =

[ a0 B EMToar 33 tasd - Dopbon (] deerriont B Ansbieower £ i8insurance  [[] My sccou - Hymer ) 1BMEIaid ¢ ¥PC ELireersnce EBL ) VWPHARE ) vyata-London € vyata-Taronto

Search results for ‘vsi’ 269 resuis

Features

S1Database Virtual Server fr VPC FusionAuth
Community - ieM - - Compat -

ou

xB6 virtual machines with fast Modern Ide
provisioning. hig
enhanced isolat

d User Management
e¢ performas

FEEDBACK

-]

Precision Location Watson Assistant Kubernetes Service
party + S0 1BM + Servicas + AL/ M M+ Services » Contal

Skyhook Procision Location ryou rant lets you build convers: oy secure, highly availablo apps in
pplication, deviee, or etes expenience. 18M Cloud Kubemetes
{IKS) creates a
Persanality Insights isual Recognition 55 Financial Virtual Privata Cloud
M+ Sarvices + Al | Machine Loarning 18M + Services + AL f Machin M+ Senices + Netw

veloper Tool

Select “virtual server”

> C @ © @ °5 hpsulicioud ibm.comigantinfrastructurelprovisionfvsbs account=08dZaTe

-9 @D =

[ vohoo B uean 3t - Dropbox £]ceerroptant £ Ariieromes £ 18Mirsizance [ My scsoum - Hyper. EXJ@MCIod ) ¥PC G roersoce EIDL - VistaVBN-VRC ) vyata-London

wystta-Taronto

Summary

o= Virtual server instance 4 Virtual server instance  $0.065/hr

(Public)

Type of virtual sorver

Public Dedicated Transient Reserved
stitonans Single-tonant -
Eaemeral Torm commitment
Boot disk - 25 6B $0.000
Public instance D (s
Quantiy Biting Vastrame @ Oomain
1 3 Houy v virtualserverl-cantos-1 18M.cloud

MNone v Newgrow @
NA West NA South = South America Europe
2603 - San Jese DAL13 - Dallas 2 54001 - Sac Pavie FRAD2 - Frankfu

Asia-Pacific
K0 - Toky

Popularprofiles  All profiles

Screenshot

Compate £1.1x slanced 81,8316

Choose “public” and give the server a Hostname

Select Location. In this case we selected Tor01.
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« (I3 © @ % hitpsjcloud ibm.com/gen inf; ture fprovision/vs?bss_ o efbaB43fbA&ims_ 5! - @ LnD @& =

Bl voboo B 8MTeam 3# faad - Dropbox [ deemepiant £ AnsibiTowes ] insurance [ My accoun -byper.. B (8MCioui ) VEC Clireforsnce DL ') WyatbBH-VRe ) vyatta-London © vyatta-Toronto

[ fo - 8
o B o

ey @
&, RedHat WE Microsoft Ubuntu
et6a Tavmmai@an -, BB 2019 Sundurd e bi) 1604 Minimal TS (64,
i et Bl H
Add
Attached storage disks Addnew @
Disk Type size
Boot disk 25 GB (SAN) [$0.000]

Network interface

> Select a profile for your RAM and CPU.

» Choose your OS type.

» Choose a ssh key if you want to access this VSI via ssh and
without a password. You can create an ssh key by clicking on
“add key” and enter a name for your profile and your private ssh
key which you already may have on your laptop or follow steps
to generate an ssh key and then paste it here.

FAEN I © @ % hitpsyjcloud.bm.comgent/infrastructurefprovision/vs?bss_sco 3tba8ims. o - LMD ® =

Create virtual server
Add an SSH key

Choose your network connections under “Network Interface”. We only choose Private
network in our scenarios.
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Type Size

25 GB (SAN) ($0.000]

inks [$0.000]
jork uplinks [$0.030)

000)
015]

<« c @ 9 a=sn
£ ot 32 -
= 1BM Cloud

& Red Hat BN Microsoft Ubuntu
7.x Mimal (64 50 B0 2019 Standard (64 bit) 28,04 Hininal TS (64
i B B

Type size

25 GB (SAN) [$0.000]

Network interface

Uplink port speeds Public Egross - Bandwidth

100 Mbps rate-limited private network uplinks [$0.000] v 068(30.000]

.........

After the VSI is provisioned you can now be able to ping between the Power VSI in the
PowerVS location and the VSI in IBM cloud.

If you chose a Public/Private IP for your Linux VSI, then the connection may fail from
the PowerVS location VSI. This is due to the fact that the default gateway is now set to a

public gateway in your Linux VSI and there is no route back to the PowerVS location
VSI.

To correct this, you will need to add a static route to the Linux VSI to tell it how to
connect back to the Power VSI PowerVS location.

Run the following command on your Linux VSI:
192.168.6.0/24: is the subnet in your PowerVS location
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10.166.112.129: is the private gateway IP of your subnet in PowerVS location
which you can find by running “netstat -nr” on you power VSI.

» ip route add 192.168.6.0/24 via 10.166.112.129

In order to make this route permanent, you will need to add it to your network
setting.

Edit this file:
» Vi letc/sysconfig/network-scripts/route-ethO

Add last 3 lines:

[root@labservice-scenarol-rhel-fg2 network-scripts]# cat route-ethO
# Created by cloud-init on instance boot automatically, do not edit.

#

ADDRESS0=10.0.0.0

GATEWAY0=10.166.112.129

NETMASK0=255.0.0.0

ADDRESS1=161.26.0.0

GATEWAY1=10.166.112.129

NETMASK1=255.255.0.0

ADDRESS2=166.8.0.0

GATEWAY2=10.166.112.129

NETMASK2=255.252.0.0

# added to support pinging to PowerVS location for VSI with public IP
ADDRESS3=192.168.6.0

GATEWAY3=10.166.112.129

NETMASK3=255.255.255.0

PowerVS and VMware Integration

Create a VMWare Shared

In this section we will first create a VMWare shared and then provision a VM inside the
VMWare and test its connectivity to PowerVs.

47



Login to IBM Cloud and choose “catalog” on upper-right hand side

Search for “VMware”

<« ca 0 as ibm.com, o e D ~9« in@D® =
Hvorco B3 muresn 3

Oroptor [ demrropiant £ anstiTomer £ isamnsurance [ by scceont - Hyper.

EieMciaid P CLireterence EIDL . VystisVN-VPE ) wyama-London O wyatta-Toronto

vmware x

Search results for ‘vmware’ a1 resutis ﬂ =

uCloud Multitenant Core Platform for
pute VMware

1BM Cloud for VMware Selutions

FEEDBACK

Q 13 &

Phunware Location Based Services Phunware Mabile Marketing He
& Sereenshot .
Select “VMware Solutions”
€ cC e 9 &% my ibm.com a 4 a3 > -0 +fn@OD® =
[ vsnco B3 iemTeam 33 fasd - Dropbox F) deerreplant ) AnsileTower B) @uinsurance [ My sccount - Hyper. X 1MClouid | VPC Clireference EIDL | WataVPN-VPC @ wyatta-tondon O vystta-Toronto

3M Cloud

IBM Cloud for VMware Solutions

Start Provisioning

355 VMware Solutions Shared W1 vMware solutions Dedicated
Managed public Iaa$ solution that offers standardized and Private cloud infrastructure that offers fully customizable IBM*-

ployments of VMware vCloud Director Virtual hosted VMware environm
selection of VMware components.

t deployments based on your

Featured Services %
{77} single-node for Migration and App Modernization
Easily migrate and modernize simple VMware workloads using

containers in this 90-day offering,

Select “VMware Solution Shared”. This is the less expensive VMware solution.
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- @y rmn@D® =

Total due per month Usage based

Virtual data center capacity Considering a X
purchase?

] ————————————— @ 10240 10248 CE

Select:
» Virtual data center name

» Data center location
> Virtual data center capacity. We choose 20 vCPU and 50 GB RAM

Bill to: 18M

Virtual data center capacity

R

1@ 10248 50

Total due per month Usage based

Recommended services

Check the agreement check box and press “create” on lower right-hand side.
You will be provided with a Admin userID and password to allow you to access the
configuration website. Store that information on your laptop.

Then under “resources” you should see your VMware Solution Shared name.
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« (] D @ o 4 ibem comyintrast wace-solutions/eonse 1 1=06d2016cha2a46 148431baims a A -9 +rm@D® =

Bl vanco B iemresm 3 taac - oropoox ) sewrrapiant B AnsibiaTower B emmnaurance [0 My account - wypar.. EDmmciovie VPG CLIerence EIIDL ) vismavPNRC O wati-Loncen O yatts Teronto

= 1BMCloud

Deployed instance

vCenter Server instances ( 0/0) Provision new (B
Name Type Version Location Creation time Status

VMware Solutions Shared (1/1) Pravision new ()
Name Type Location Creation time status
vmware- dallas On-demand Dalias 10 May 20,2020 9:39 AM # Ready o use B

KMIP for VMware instances ( 0/0) Provision new ()
Name Region Creation time status

Licens

Caveonix RiskForesight licenses (0/0 ) Provision new (B
Nama Creation time status

On-premises HCX licenses (0/0 ) Provision new @
Name Activation key Creatit 5 eenshot Status

Configure VMware Solution Shared

Click on the name of you VMware Solution Shared below.

EN-E T &% S i comn ot ware-solutionsfconsolefinst 1-06d2016cba2446 B ~9f" rmnme =
Bl vanco 0 temresm 37 taac - oropoox B3] sewrrapiant B AnsibiaTower B emmnaurance [0 My account - wypar.. BN mmciouie ) vPCCLIrverence EIIOL ) vismavPNvPC O wat-Loncen ) yatts Teronto

18M Cloud

Deployed instances

vCenter Server instances (0/0)

Hame Type Version Location Creation time Status
VMware Solutions Shared (1/1) Pravision new (B
Name Type Location Creation time Status
vmware-dallas On-dema: Dallas 10 May 20,2020 9:39 AM ® Ready to use B

KMIP for VMware instances ( 0/0)

Name Region Creation time status

Licens

Caveonix RiskForesight licenses (0/0) Provision new ()
Nama Creation time status

On-premises HCX licenses (0/0 ) Pravision new (&)
Name Activation key [ — Status

This will show are you VMware settings. There are 5 IPs which are provided by default
to be used to assign to your VMs inside the VMware to allow outside network access.
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vmware-dallas ® readtouse Cloud Director console €3

Properties Resource Reservation g

VEPU limit

RAM limit 20 GB

L=}

Configure VMware Solution Shared Network

To configure your VMware Solution Shared, press on the “vCloud Director Console” on
upper right-hand side.

vmware-dallas ® ready touse Cloud Director console 2

Properties Resource Reservation &
Ham; VEPU limit
Type

RAM limit 0GB

Red Hat activation key (cdv_shared_oe2d63bb-c205-4399-a791-9b 18613086k (]

Private network endpoint

A browser session will open where you would enter your admin ID and password
provided to you when you created the VMware Solution Shared.
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“)> ¢ 9 0 & A +n@D&® =

B voroo B iTesen 3 tasd - Deoson B deoresiort B dnstietiowse ESjisacance [ Wy account -Hyoer. B3 MUGinid VPG CLIretoence ESOL . WARaPNAPE © watti-ondsn G vyatte-Toonto

IBM Cloud for VMware
Solutions

admin

Login to the console using admin and password provided.

loud ibm. - fr i@ ® =

o £ deerropiant. ) AnsitiTower ES) t8vinsrance  [I] My account - iyper.. i8N Clowia  VRE el roforance EJOL I VysttaVBN-VBE ) wyatta-London ) watta-Toranto

& vmware-dallas | @ 06d2alecba244622a01b88efbdB43fbd, © 30186D5D-5380-4552-9553-1dBI6TE0LETS

«
Virtual Machines
i Compute v NEW VM Lookin_All VMs ¥ ucC R

Nama T s o8 v Memey v €PUs v vAcoMame v StogePoly v Smapehot 1P Addrass Netwerks
Virtual Machines

pr— P umecentosfo2 Powered on Centos 716 8192MB 2 vmcentos-fg2.  410PS/GE W2168206  vmware -net.
e . FR— Powsred on Centos (6. s192MB 2 mcentos-fg-.  410PS/GE 12168205 vmware et
Networks 1 R
Edges
Security
£ Storage ~
Independent Disks
Storage Pakcies
@ Settings ~
General

Metadata

Recent Tasks ¥

T v s v Ty T

At this point you need to configure your VMware network before you can provision any
VMs. The screen shot above shows that we have already done so and have then
provisioned VMs.

Here is a reference site with many training resources on IBM Cloud for VMware
Solutions Shared.

https://www.vmware.com/ca/products/cloud-director.html
https://www.ibm.com/demos/collection/\ Mware-Solutions-on-1BM-Cloud/

To configure the network including Edge Gateway and NAT and Firewalls, use this video
site.

IBM Cloud for VMware Solutions Shared - Setup the Network
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https://www.vmware.com/ca/products/cloud-director.html
https://www.ibm.com/demos/collection/VMware-Solutions-on-IBM-Cloud/

https://www.youtube.com/watch?v=gGOjp3TEtt0

Click on the “network” menu item on the left-hand side.

We will now create a network.

VIM  IBM Cloud for VMware Solutions

< All datacenters & transend-od | @ 2ffi1aa08ice40 . @
Networks
i Compute v
vAppS

Virtual Machines
Affinity Rules

© Networking v

& storage v
Independent Disks
Storage Policies

@ Settings v

Select “ADD” and then choose “Routed” and press Next

New Organization VDC Network Type
Network

Select the type of network that you are about to crea!

1 Network Type Isolated

3 Edge Connection

4 Static IP Pools

» Choose a name for your network, i.e. web-network
» Select a CIDR range, i.e., 192.168.100.1/24

» Choose "Shared” option

» Press Next
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New QOrganization VDC General
Network

Web-Network
1 Network Type

192168.100.1/24
2 General

5 DNS

6 Ready to Complete

New Organization VDC Edge Connection
Network

Neme © v  External
Netwaorks
1 Network Type
© edge-dano-ozx 2
2 General
3 Edge Connection
4 Static IP Pools

5 DNS

6 Ready to Complete

Interface Type Distributed

Guest VLAN Allowed a»

CANCEL PREVIOUS NEXT

Enter the IP pool range you wish to use. In this case we use a similar range as the CIDR
by entering 192.168.100.5 — 192.168.100.254 and then press ADD an then NEXT
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New Organization VDC Static IP Pools
Network

Gateway CIDR 192.168.100.1/24
1 Network Type

Static IP Pools

2 General format: 192168.1.2 - 19.

3 Edge Connection 192.168.100.5 - 192.168.100.254| m

4 Static IP Pools

5 DNS

6 Ready to Complete

Now enter DNS addresses for external access.
We use 9.9.9.9 and 1.1.1.1 as the two public DNS Primary and Secondary respectively.
Press NEXT

New Organization VDC DNS
Network

Primary DNS
1 Network Type
Secondary DNS

DNS suffix

4 Static IP Pools

5 DNS

6 Ready to Complete

Now you will see the final screen showing your settings.
Press FINISH
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New Organization VDC Ready to Complete
Network

o create an Org VDC Network with these specifications.

192.168.100.5 - 192.168.100.254

Your network is now provisioned successfully.

IBM Cloud for VMware Solutions:

@
@

< Alldatacenters [a} 5Db615

Networks

‘Web-Network N 192.168.100.1/24 Routed
Affinity Rules

€ Networking ~
Networks
Edges
Security

= storage v
independent Disks
Storage Policies

@ Settings: v
General

Metadata

Now we need to create Firewall and Source NAT for Public and Private access to our
VMware.

Public Netowrk Access Firewall and Source NAT Configuration

Click on the Edges menu and select the Edge network which was included when you
provisioned VMware Shared. The Edge network allows for external access.

You will need to create a Firewall rule and Source NAT (SNAT) to allow access to the
external network. For internal access you will need to create a Firewall rule and a
Destination NAT (DNAT) rule.

Same procedure will be used later to provide access to the Private network.

Press “Configure Services”
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< All datacenters

i Compute v

wApps

Virtual Machines

Affinity Rules

Networking ~

Networks

Edges

Security

] Storage ~

Independent Disks
Storage Policies

@ settings w
General

Metadata

(O transend-od | @ 2ffl1aa08fced0

Edges
conriauRs gamvices REDEPLOY
Status Name Ty UsedNics
@ edge-dall0-02b246c6 3

Edge Gateway Settings

General

Name edge-dall0-02b246c6

Description

P

Addresses

External Networks Subnets 1P Addresses

dal0-wO2-tenant-external 52.117.143.0/24 52.117.1437

Choose Firewall menu on top.

Choose “+”

f 0-4552-955;

External Networks

2

Edge Gateway
Configuration

High Availability

Default Gateway

External Networks

Default Gateway

©rg VDC Networks HA Status v

1 Up

1-10f titems

Large

dall0-wO2-tenant-external

52171431

A new firewall setting “2” will appear in the list. We will now need to configure this

firewall.

Edge Gateway - edge-dal10-02b246c6

Frogol ~DHCP  NAT  FRoutng  Lood Balancer VPN Certfcates  Grouping Object

Firewall Rules

Enabled c

+

Show only user-defined rules (T

No. Neme Type Source Destination

- firewall Internal Hi vse Any

2v highAvailability Internal Hig 16925418130 169.2541.81/30
169.2541.82/30 169.2541.82/30

rmanno
3v dns Internal Hig interna 10.265.265.249
av default rule for ingress * Default Pol Any Any

Provide a name for the firewall, i.e. web-network.
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tics  Edge Setting:
Service
Any
Any
udp:53:any
tcp:53:any
Any

Action Enable logging

Accept

Accept

Accept

Deny



Edge Gateway - edge-dall0-02b246c6 X

Firewall DHCP  NAT  Routing  Load Balancer VPN  Certificates  Gro

uping Objects Stz Edge Sett

Firewall Rules

A\ This rule set has unsaved changes. Save to start deploying. Save changes  Discard changes
Enabled ©
& x [+ ]

Show only user-defined rules ()

No. Name Type Source Destination Service Action Enable logging
v firewall Internal Hig vse Any Any Accept

2v Web-Network User Any o ‘c’ Any Any Accept

v highAvailability Internal Hig 169.2541.8V30 169.2541.8V30 Any Accept

169.2541.82/30 169.2541.82/30
av dns Internal Hig internal 10.255.255.249 udp:53:any Accept
tep:53:any
5v default rule for Ingress Default Pol Any Any Any Deny

Then choose Source and click on the “+” icon to add a source network.

Choose the network you created before from the list of external networks and press the
“+” to add it to the right side.
Then press NEXT

Select objects

Browse objects of type: v Gateway Interfaces
ATE SRFaces Virtual Machines
Org Vdc Netwos
Ip Sets
dal0-w02-tenant-external Security Groups

@ dal10-w02-serviceO!

@ Distributed Router Transit

@ Internal

@ External

@au

Current page:
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Edge Gateway - edge-dall0-02b246c6

Select objects

Browse objects of type:

Filte

Org Vidc Networks

¥ Web-MNetwork

Current page:

Destination

Any

o “ -

Firewall  DHCP  NAT ting  Load Bz
Firewall Rules
@ Please walt
Enabled ©
=8| x v

Show only user-defined rules (

No. Name Type Source

v firewall Internal Hig vse

2v Web-Network

3v highAvailability Internal Hi¢ 169.254.1.81/30
169.254.1.82/30

av dns Internal Hig internal

sv default rule for ingress Default Pol Any

169.2541.8130
169.2541.82/30
2mannor

10.255.255.249

Filter.

Web-Network

Edge Settings

Service

Any

Any

udp:53:any
tep:53:any

Any

Next, lets capture some IP settings under the Edges tab.
You will need these for the next steps. Save them in a Notepad for future access.
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Action

Accept

Accept

Accept

Accept

Deny

Enable logging



VM IBM Cloud for VMware Solutions—  Datacenters ( o

< Al datacenters O transend-od | @ 2ffMaa08fcedOs . @ 380-4552-955:
«
fiicompiite ~  Edge Gateway Settings
vApps
General
irtual Machin
R Name edge-dall0-020246¢6 Edge Gateway Large
Affin Ruls Configuration
MRS Description
® Networking v High Availability Yes
Networks
P
Edges N
Addresses Default Gateway
Security External Networks dall0-w02-tenant-external
External Networks Subnats 1P Addresses
| Storage v L3 Default Gateway 52M7.143.1
dall0-w02-tenant-external 5217.143.0/24 52.117.1437
Independent Disks
. dal0-w02-serviceOl 52M7.132.0/24 521743275
Storage Policies
@ Settings A Sub-allocated |P Addresses Rate Limits
General
External Network Sub-sliocated IP Pool Enabied Externai Natworks incoming
Matadata RateLimit  Rate Limit
dall0-w02-tenant-external 52.117.143.208 - 52.117.143.212
No dal0-wO2-tenant-external
dail0-w02-serviceOl
No dall0-w02-serviceOl

VM 1BM Cloud for VMware Solutions— Datacenters el
& Al datacenters [a} | @& 040 07, © 30f86bSh-5380-4552-9553-1c81675bb615
«
% v
(2l Edge Gateway Settings
VApps
General
REERERCeS Name edge-dal0-02b246¢6 Edge Gateway Large
Affinity Rules ) Configuration
Description
@ Networking v High Availability Yes
Networks
P
Edges Addresses Default Gateway
Security External Networks dal10-wO2-tenant-external
External Networks Subnets 1P Addresses
Storage v Default Gateway 52117.1431
dal10-w02-tenar 52117.143.0/24 5217.143.7
independent Disks
dali0-wo2-serviceOl 52117.132.0/24 s2117.132.75
Storage Policies
LJECETE ¥ Sub-allocated IP Addresses Rate Limits
General
External Network Sub-aliocated 17 Pool Enabled External Natworks incoming Outgoing
Metadata RateLimit  Rate Limit
dal10-wO2-tenant-external sam7143208 - 52732 N
No dallD-wO2-tenant-external
dal10-wO2-serviceOl
No dallo-wO2- serviceO!

The -external addresses are for external access and the -serviceO1 addresses are for
internal access. The last part, sub-allocated IP addresses are 5 IP addresses to be used to
assign to your VMs to allow external access. You may request additional IPs if you have
more than 5 VMs. You will need to open a ticket with IBM support to get more IPs.
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aNotepad.com - free eriine notepad

Transend-VMWare Shared

™" Enable Rich-Text Editor

dal10-w02-tenant-external
52.117.143.0/24
52.117.143.7

dal10-w02-service01
52.117.132.0/24
52.117.132.75

dal10-w02-tenant-external
52.117.143.208 - 52.117.143.212

Make Public (Register for private notes)

Next go to the Edges menu and press “configure services”.

Now we will configure a Source NAT.

Home  Featwres  About  Register/Login

< All datacenters O transend-od | @ 2ffMaa08fcedDefaef00ded9eade507, € 30f86b5b-5380-4552-9553-1d81675bb615
«
Edges
ii Compute i :DNFIGuw&sEWV\cEs REDEPLOY
vApps
Status Name t v UsedMics Extormal Networks Org VDE Natworks v HAStas >
Virtual Machines =
Q edge-dall0-02b246¢6 3 2 1 up
Affinity Rules
@ Networking v
1-10f 1 tems
Networks
Edges
Security
Edge Gateway Settings
S storage v
General
Independent Disks
Name edge-dall0-02b246c6 Edge Gateway Large
Storage Policies Configuration
Description
@ Settings v High Availability Yes
General
Metadata P
Addresses Default Gateway
External Networks dall0-w02-tenant-external
External Networks Subnets 1P Adaresses
Default Gateway 52171431
dali0-wO2-tenant-externa 52117.143.0/24 521171437

Choose “NAT” from the top menu and let’s create a Source NAT (SNAT)

Press “Add Rule” for the NAT44 Rule SNAT Rule
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Edge Gateway - edge-dall0-02b246c6 X

I DHCP AT Rouing LoadBalancer VPN  Cerficates  GroupingObjects Statstics  Edge Setting

NAT44 Rules

[(Fomarruie ] [Fswarnuce |

] Type Action  Applied on Original Translated Protocol Enabl.. Logging Description
1P Address Port  IP Address Port

No NAT rules defined

NAT64 Rules

[+ wares mue )

) Match Ipv6 Destination Prefix  Translated Ipvé Source Prefix  Enabled Logging Description

Select the external network option

Enter the CIDR for your network

Select an IP from the list of 5 IPs for external access. We
selected the first one 52.117.143.208

Add a description if you wish

Add SNAT Rule

Original Source IP/Range * 192168100124

52117343208

Web-Network Outbound

» Press Next
» Press "save changes”



Edge Gateway - edge-dall0-02b246c6

DHCP NAT
£\ You have unsaved changes. Save changes  Discard chang
NAT44 Rules
¥ ONAT RULE + SNAT RULE N
Show only user-defined rules ()
D Type Action  Applied on Original Transiated Protocal Enabl.. Logging Description

IP Address Port IP Address Port

Bl o svar canowozenante 2168100124 52117143208 v o x Web-Netwrk Outbound

NAT64 Rules

+ NATG4

L} Match Ipv6 Destination Prefix  Translated Ipvé Source Prefix  Enabled Logging Description

Private Netowrk Access Firewall and Source NAT Configuration

Click on the Edges menu and select the Edge network which was included when you
provisioned VMware Shared.

Choose “Firewall” and press the “+”

Edge Gateway - edge-dall0-02b246c6 X

Firewall DHCP  NAT  Rouling ad Balancer VPN Cerificate: Grouping Objects  Statistics  Edge Settings

Firewall Rules

Enabled o)

Ce )

Show only user-defined rules ()

No. Name Type Source Destination Service Action Enable logging
- firewall Internat Hig vse Any any Accept

2v highiwailability Internal Hig 169.2541.8V30 169.254181/30 Any Accept

169.2541.82/30 169.2541.82/30
aaannos
3v dns Internal Hig internal 10.265.255.249 udp:53:any Accept
tep:53:any
4v Web-Network User Web-Network Any Any Accept
5v default rule for ingress_Default Pol Any Any Any Deny

Add a name for the newly created firewall, i.e., web-network-private
Then select the Source and press “+”
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Edge Gateway - edge-dall0-02b246c6

Firewall ~ DHCP  NAT Routing Load Balancer VPN  Certificates  Grouping Objects  Statistics  Edge Settings

Firewall Rules

/A This rule set has unsaved changes. Save to start deploying.

Enabled o©

+ | v

Show only user-defined rules ()

No. Name Type Source Destination Service
v firewall Internal Hi¢ vse Any Any
2v Web-Network-Private]  User Any Any Any
3v highAvailability Internal Hi¢ 169.2541.81/30 169.2541.81/30 Any
169.2541.82/30 169.2541.82/30
amanner

av dns Internal Hig internal 10.255.255.249 udp:53:any

tep:53:any
5v Web-Network User Web-Network Any Any

Select the web-network.

Select objects

Browse objects of type: Org Vdc Networks

v Web-Network

Current page:

Action

Accept

Accept

Accept

Accept

Accept

This time we will be targeting the services network in the destination.

Under Destination, press the “+”.
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Save changes  Discard changes

Enable logging




Edge Gateway - edge-dal10-02b246¢c6

Firewall DHCP NAT Routing Load Balance! VPN Grouping Objects Statisti Edge
Firewall Rules
£\ This rule set has unsaved changes. Save to start deploying.

Enabled (}

% x v

Show only user-defined ruies (D)

No. Name Type Source Destination Service

v firewall Internal Hig vse Any Any

2v Web-Network-Private  User ‘Web-Network Any N » + Any

3v highAvailability Internal Hig 169.2541.8V30 169.254.1.8V30 Any

169.2541.82/30 169.2541.82/30

av dns Internal Hig interal 10.255.255.249 udp:S3:any
tep:53:any

sv Web-Network User Web-Network Any Any

Select the -service01 network and then the “->” to move it the right.

Press Next.

Select objects

Browse objects of type:

GATEWAY INTERFACES »

Gateway Interfaces

Filter,
®
© dait0-w02-tenant-external
rvice0l
@ Distributed Router Transit

2 Web-Network

@ internal

© External

Sa

Current page:

Then press the NAT and select Source NAT.
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Action

Accept

Accept

Accept

Accept

Accept

Save changes Discard changes

Enable logging




Edge Gateway - edge-dal10-02b246c6 X

Firewall DHCP  NAT  Routing  Load Balancer VPN  Certificate Grouping Objects  Statistic Edge Setting:

NAT44 Rules

[(#omarruie | [(+sgyrauie | #

Show only user-defined rules ()

D Type Action  Applied on Original Translated Protocol Enabl. Logging Description
P Address Port  IP Address Port
Userdefined  SNAT  doflO-w02tenant« 192168100124 Any 5217143208  Any  Any v x Web-Network Outbound
NAT64 Rules
[+ nates ruie
D Match Ipv6 Destination Prefix Translated Ipv4 Source Prefix Enabled Logging Description

No NAT64 rules defined.

Select the -service01 network

Add the CIDR for your network

Add an IP from the services IPs, i.e., 52.117.32.75 which you had saved before in
notepad.

Press NEXT.

Add SNAT Rule

Applied On: dalto-w02-serviceOl
Original Source IP/Range * 192168100024

Transiated Source IPiRange * sanzbars

Description

Enabled
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Edge Gateway - edge-dall0-02b246¢c6

NAT

NAT44 Rules
+on "

Show only user-defined rules ()

D Type Action  Applied on Original Translated Protocol Enabl Logging Deseription
1P Addross Port P Address Port

196609 User-defined SNAT 00424 Any 5217143208 Any  Any v x Web-Network Outbound

-u‘-- gefined SNAT  dafi0-w02-s

NAT64 Rules
+ NATod RULE |

D Match Ipv6 Destination Prefix  Translated lpv4 Source Prefix  Enabled Logging Description

Now you should show two Source NATS, one for external and one for internal network.
The internal network will allow you to access IBM Cloud services such as Object Storage
Service and Redhat repositories.

At this point, you can start to provision a VM in your VMware Shared service and be
able to access external and internal network.

Provision a VM inside VMware Shared Service

This training video will demo how to provision a VM.

To provision a new VM in your VMware Solution Shared, press on the “vCloud Director
Console” on upper right-hand side of your VMware Solution Shared Ul in the IBM
Cloud.
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https://www.youtube.com/watch?v=5yl-_60gUUw

€ v e © & =5 hitpsyjcloud.

B varco B i@mTeam 35 taod - Oropos ) dearrepisnt ) ansitaTower B3 mMimswrance [

VMware Solutions | Resources [

vmware-dallas ® readytouse

- B mvcioda (=L © vyana-Longen © watia-Torene

¥Cloud Director console (3 Actions...

Properties Resource Reservation &
Name vmware-dallas wCPU limit 10vCPU
Type On-demand RAM limit 2068
Region Dallas
Reset Organization Admin Password
Location dal10
n 207¢4c60-70dd- 484-9498-b9abaaSE58bE
Creation time May 20, 2020 9:39 AM
Public 1P 52117.181.90
52.117.181.91
s2117.181.92
52117.181.93
52117.181.94
Red Hat activation key icav_shared_ee2083bb- c285-4399 -a791-9b186 30867 =]
Private network endpoint
You haven't created a private endpoint yet,
Screenshot
Allow other accounts private access to your virtual data center and enable Direct Link. Learn more

A browser session will open where you would enter your admin ID and password
provided to you when you created the VMware Solution Shared.

“l> Qe 0 a

[ vaboo B3 i0MTeam 33 fasd - Drophon B dearroplart B anciielowsr ESlibnsimance [ My accoum - yper.. B tienid ) VPC CLleference BIIOL ) WyamavPh-vRC O watia-London ) vyatta-Toronte

&
IBM Cloud for VMware
Solutions

admin

o

Login to the console using admin and password provided.
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RN a1 v i ecba2 ITnoe=

&
Virtual Machines
# Compute v NEW VM Lookin Al VMs ¥ uc =

aaaaaaaaaa

| screenshot

At this point you need to configure you have completed the network configuration.
Choose “Virtual Machines”

Choose New VM.

<« [cIR"] O & hupsy laud. 6cba244622501b8BeIbABA: 43d-8669- - 7 -2 +mODe® =

«
Virtual Machines

~ wEw v Lookin All VMs 5 o C -
Powered on ComOS 7 (6. 8192M8 1682 v
Powered on CentOS7(6.  B192M8 2168 2
1
Edge:
Security
J Storage ~
Indepen
Storage P
& Settings v
Gener
Metadat
T - maiation T wenasp

» Choose a Name which is same as Computer name by default or
you can select different names.

Choose "new”

Select the OS Family, Linux in this case

Select Operating system, centos in this case.

Compute Policy select "System Default”

Select a size, we chose small

All other options are kept as default.

YV V. V V V V
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(daldinD vemware-s|

« ¢ @

Yahoo [ iBMTeam 3 faad - Drapbor {) deerreplant ) AnsibleTowsr ) 8Minsurance [} My sccount - Hyper... £ BMClouks

© @ hps

4 ibm comftenant/06A2alecba244622001b8Ae1bABA3IANICHACE31603-GbIS- 4430-8669-3cBa6Ted02¢

VPC CLiralarance EIDL ) VyataVPRARE © patta-Landon O wyatia-Toranto,

Name *
Computer Name *

Bescription

Operating System

8 family
Operating System
o0t image
Compute

compute Policy *

Select a Size

ed Sizing Optiens

Large

© New From Template:

Linux
CentOS 8 (B4-bit)

Select.

System Default

Custom Sizing Options.

Memory (MB) Storage (68

52

Sereenshot

Change the Network from DHCP to IP Pool so the VM will get assigned an IP address

from you network.

aldir01 tions. cl

. p

« c @ © & hitps,

Yahoo B 1BMTeam 33 fasd - Dropbox [ deerraplant B AnsibleTower £ 1BMinsurance [ My sccount - Hyper.

New VM

Compute

Compute Policy *

Select a Size

1© Pre-defined Sizing Optiens

© smal
Medium

Large

Storage  apo

Disk

Use custom storage policy

1/06d 25"

System Default

Custom Sizing Options

Storage Policy

VM detault policy

Networking < uNDO CHANGES AND GO BACK  ADD

Network

vmware-network

Press OK

Natwork Adapter Type

WMXNET3

Now your VM is being provisioned.
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a 3d-8669-3cBab7edd2e7/vm 4 rin @D ®

VP Cllrtersnce B 0L < °

Memory (M8) Storage (68)

512

Size (GB)

s

1P Mode 1P Address. Primary NIC

¥ DHCP Auto-assigned °
1P Pool 1

Screenshot
Manual IP




Thvm - @ +

€« ¢ @ © a

Edvsroo Bl BuTesm 35 fasd.- Dropbox £ deerrpiart B AnsbisTomes £ iBhansucance [ iy ceount - Hyper.

ware-solutions.cloud.lbm.com/tenar

(S

1BM Cloud for VMware Solutis

VRC Clireforence E3DL

4c63100a-6bf9-4

VystaVEN-VRC

3d-8669-

patta-London

wyatta-Toranto

& ANl datacenters pay

@ Virtual machine ~vmd" s being created

Virtual Machines

i Compute v NEW vM Lookin All VMs Y oaC

vApps

Name. v s os v Memory ¥

Virtual Machines

m-centos-192 Powered on centos7 (6. B92MB
Affinity Rules

contos-fa Powered on ContOS 7 (6. 8192 MB

@ Netwerking ~

wm3 Powered on CentOSB (5. S12MB

Networks
Edges
Security

£ Storage -
Independent Disks
Storage Policies

& Settings ~
General

Metadata

Recent Tasks

Task v stams T Tyee

Usdated Virtual 3-4268-251 @ Succeeded vm

Gus v vappame v
2 vm-centos-fg2.
2 vm-centos-fa

1 vm3-d757dbe.

o
Screenshot

& admin

Start Time

07/08/2020, T111:49 AM

Storagepolcy T Smapshot 5 nddress Networks

410ps/GB - 192168206 vmware-net

410ps/GB 192168205

rnware-net.

410PS/GE - 192168207 mware-net.

1-30f3vms

4 CompletionTime Servics Namespace T

07/05/2020, 1112:04 AM comvmware veloud

To access the VM, press on the name of the VM you just created.

52446220018

<« ¢ @

[ vstoo EieMTesn 3% foad - Dropbox B deerrepiant £ AnsiviTomer £ (BMinsarance: [ My sccoont - Hypar,

@ & nupe tions.cloud ibm.com tenant/06d;

(a0 vmware -3¢

ST

IBM Cloud for WMy

BefbaB A3

VPC L ralarance B0

5/4c631602

VyataVPNAPC

b19-2430-B669-3c8a676Ad267/vm IV

Vyatia-London

wpaita-Toronta

< Alldatacenters. fa) dall: @
@ Virust machine ~ma* s being createa

&«
A3 Virtual Machines > vm3

:: Compute v wm3
vAPPs General
Virtual Machines
Affiity Rutes Name. vma
© Networking v Computer Name: wm3
Networks Description
Edges
s Operating System Family
& storage v Cparating System Centos 8 (64-5i)
Independent Disks Boot Delay o
Storage Policies Storage Policy 410ps/c8
@ Settings v
General Hardware
Metadata Guest O Customization
Advanesd
Recent Tasks
Task v s T Tie
| Machine vm3(de038085- 22734068251 6966 9TbI @ Succeeded o

To see more details, expand the Hardware tab.
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Virtual Data Center

WMware Tools

Virtual Hardware Version

Enter BIOS Setup

T e tort Time
Screenshot

—

©7/05/2020, 1t

wmware-dallas

Hw s

Compiation Time ServiceNamespace T

49 AM 12:04 AM com.vrmwa

070842020, ioua



« ¢ @ © & https:daldiro).vmware-s:

6b19-4434-8669 mivm-: =e o ¢ 0@

[l vsbco £ oMToam 33 tasd - Dropbox B doneeplant ) nseTomer £ i@Minaussnce. [ My sccount - Hypor_ B IOMCIoud - VPC CLietoronce EIDL ¢ VyataVPN-VPE © wytta-London © vyata-Taronta

1BM Cloud fo Solutions
< All datacenters fal I & . @ 7500615
(@ vintual machine "vm- is being created X
«
Hardware

## Compute v
. Compute Folicy * System Defautt .
Virtual Machines CPU
J— Number of virtual CPUs 1 Virtual CBU hot add

9 Networking ~ Cores par socket ! Number of sockets:

Expose haraware-assisted CPU

Networks Removable Media
virtualization to guest 05
Eages. €D/DVD drive Disconnected
Memory
securit -
v Total Memory s g Floppy drive Disconnected
B storage v s
Ingependent Disks Memory hot acd
Storage Policies
@ settings ~ Hard Disks
‘General Ao
Metadata
Nama size Rolicy BueType Bt Numbar Uit Numbar
Recent Tasks
Task - T Ty v Start Time 4 CompietionTime Service Namezpace ¥
‘Screenshot

Updated Virtual Machine vm3(de038085-2273-4a68-a51-696e9007bfca) @ Succeeded m & admin 07/05/2020. 111149 AM 07/05/2020. 11264 AM comvmware vcloud

To set a password to access this VM via ssh, expand on the ‘Guess OS customization”
and choose:
» Enable Guess Customization

Allow Local Administrator Password

Specify a password or click on Auto Generate Password.
Press Save

Then reboot the VM to get the changes.

YV V V V

Power it on using “"Power on and force recustomization” option

< Al datacenters O transend-od | @ 2ffilaa08fced4Oefaef00de49eale507, © 30f86bSb-5380-4552-9553-fd8f675bb615
NICs
«
ADD
ii: Compute v
o/ Primary NIC  NIC Connected  Network Adapter Network 1P Mode 1P Address MAC Address
Virtual Machines o VMXNET3
o Web-Netwc Static - Mant 192.168.100.10 00:50:56:01:0 ]
Affinity Rules
© Networking v
Networks Guest OS Customization
Edges
Security General Join Domain
Enable guest customization Enable this VM to join a domain
E Storage v
Change SID Use organization's domain

Independent Disks
© Override organization's domain

Storage Policies Password Reset
Domain Name
& Settings v B2 Atlow local administrator password
Username
General Require Administrator to change password on first login
Password
Metadata Auto generate password
Account organizational unit
Specify passwizd eD!3dC6X
Number of times to log on o Script
automatically Value of O will disable automatic log on as

administrator. Script file

— '

-

To access the VM, you can use ssh or the provided GUI access via Launch Web Console.
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< All datacenters & transend-od | @ 2ff11aa08fcedOefaetO0Ce49ea9e507, © 30f86D5D-5380-4552-9553-10B167500615

vApps

User the root and password you created before to login.

Connected.

To delete a VM, you will need to power it off first using the list on the vertical “...” icon
next to the VM name and then delete it using same menu.
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Name tor | sews os v | Memoy v | s v  vAppNeme T | StgePoliky v | Saspshot 1P Addeess Networks
i Compute = H Powered off CentQs 8 (6. si2M8 1 ¥m4-B0COB65_ 4 IOPS/GB. - 192168207 vmware-net
VAPDS POWER wed on CentOS7(5.  B182MB 2 vmecentos-fg2. 4 IOPS/GE - 192168206 vmware-net..
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SRS wed on CemOSB(6.  S2MB 1 ym3-d757dbe.  410PS/GE - oHCP vmwarenet..
@ Networking v Power On U
Power On and Force Recustomization
Networks
Edges
Security MoRE
S storage v

Independent Disks.
Insert Media

Storage Policies Eject Media
@ settings v Move to
Copyto.
General beete
Metadata Create Snapshot
Recent Tasks ¥
o v s T e T e e + completionTime sorvce Namespace ¥

Stopped Virtual @ succeeded wm & acmin 07/05/2020, 1109:20 AM 07/05/2020, 1:09:32 AM com vmware.veioud

PowerVS and Virtual Private Cloud Integration

Provision a Gen 2 VPC

To test the PowerVS connection to a VSI inside a Gen 2 VPC, we first need to create a
Gen 2 VPC and then add one or more VPC VSls to it.

Login to IBM Cloud. On Top left-hand side, click on the triple line icon and choose
“VPC Infrastructure” and then “overview”

<N © | @ %5 hitps:jcloud ibm.com/ypc-ext/network/vpes PCRY L MmODe =

[l voheo B3 188 Team &5 tand - oo ) dosreptart ) AnsibieTonsr ) iMinsursnce [ iy sccount- ypor.. [ 18CIoud (¥9C CUlrtersnce EDBL ¢ VyaitavP-vPe

8 Dashboard

= Resource List

B classic Infrastructure >

@ cloud Foundry

@ Functions >
) Kubernetes >
5 openshift >
v yMware >
5 vec intrastructure 3 orerview
VPC layout
. APIManagemont
Comaute
0 App Development
3 Devops Virtual server instances
K
oo Interconnectivity SEH lays
Gustom images
|+ Observability
5 Schematics Netwek
& Security ees
Subnets
b apple Floating IPs
(21 Blockehain Public gateways
@ Integrate Access conirol ists

Here you can provision your Gen 2 VPC.
Press “Create VPC Gen 2”
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IBM Cloud

Provision your compute services on virtual private cloud

Create a fully customizable, software-defined virtual network with superior isolation in
1BM Public Cloud.

Overview

VPC environments

Gen 1 Compute  Viewdocs Gen 2 Compute  View docs
Generation 1 compute offers a broad selection of general Generation 2 compute offers improved netwarking =
purpose profiles and is available in all VPC regions. performance (up to 80 Gbps) and five times faster g
provisioning than generation 1 compute. &
a
W
b
w
Name Region Name Region
Recent VPCs
No VPCs created for Gen 1 compute labservices-vpc-private-dal-fg. Dallas

C for Gen 1

Performance Up to 16 Gpbs network bandwidth per instance Up to 80 Gpbs network bandwidth per instance
Generation 1 compute can be provisioned in minutes Generation 2 compute has significantly faster
and has improved netwark performance. provisioning times, and even higher network

Screenshot dwidth than generation 1.

« c @ O as ibm P J -0 LN @D ® =

Yahoo 5] 1BMTeam %F faad - Dropbox [] deerreplant ] Ansiblefower £ 18Minsurance [} My account - Hyper.. [SJ1BMGlouid ) VPG CLi reference EOL ) VyattavPN-vPG

Enable Classic Access

Only one VPC per region can communicate with your classic network. If you want ta enable classic

access on another VPC, you must first delete this VPC.

Make sure that the classic network is configured with Virtual Router Forwarding (VRF) and is.
linked to your 18M Cloud account.

Choose “Enable” to allow your VPC to communicate.

» Choose a name for your VPC.
» Choose the VPC location
» Choose a name for your VPC subnet
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ext/provision/vpc - 2§ D@

Q  catal ocs Support N
Summary

New subnet for VPC

1 Virtual private cloud provided
Name

wpc-subnet-dal|

Resourca group.
The resource group can't be changed after the netwark is created.

Learn about resource groups

Default ~

Location w
S
2
Total monthly cost* =
Dallas O Frankfurt i
\ &
Create virtual private cloud
London Washington DC

Get sample API call

1P range selection

We have calculated the most efficient lacation for your IP range (CIDR black) to
maximize your available IP addresses. You can customize the IP range by selecting a
different address prefix, changing the number of addresses or by entering your 1P
range manually.

Need help?

Screenshot
Address prefix Number of addresses 1P range

_ 1BM Cloud Infrastructure X
& c @ O ast

[ Yehoo B ieMTeam 3 faad - Dropbox [ deerrepiant B AnsibieTower £ ieMinsurance [} My account - Hyper.. [ 18MCiouid | VPC Clireference EJOL  VyattaVPN-VPC

Summary

Dallas O|  Frankfurt

1 Virtual private cloud provided

London Washington DC

1P range selection

We have calculated the most efficient location for your IP range (CIDR block) to
maximize your available IP addresses. You can customize the IP range by selectinga
different address prefix, changing the number of addresses or by entering your IP.
range manually.

Total monthly cost*

Address prefix Number of addresses 1P range

FEEDBACK

172.16.128.0/18 v 256 v 172.16.128.0/24 Create virtual private cloud

Address space 172.16.128.0 t0 172.16.191.255
Get sample AP call

1P range: 172.16.128.0/24

Subnet access control list Need help?

Use VPC default v

Public gateway

Attaching a public gateway will allow all attached resources to
communicate with the public Internet

D vetached -

~ o f e FALas

Screenshot

You can keep the IP CIDR it recommends.

At this point, you can choose a Public Gateway to be provisioned to allow access to the
internet. We have chosen not to enable Public Gateway and keep the VPC private.
Choose “Create Virtual Private Cloud” on the right-hand side.

Your VPC is now being provisioned.

76



<« c @ D &% ibm. P - @0 in @@ =

[ vahoo £ i8MTeam 37 faod - Dropbox [ deerreplant B AnsibleTewer £ 18Minsurance [ My account - Hyper.. B3 iBMCiouid VPC CLi reference B 0L VyataveN-vPe

Virtual Private Clouds

Regions
Dallas v New virtual private cloud ©
Status Virtual Private Cloud Resource Subnets Default ACL Default Security Group
Group
; labseryices-vpc-private- sl o
® hwailable ) g Default B revivable-hypertext slingshot-appeal...

¢‘<> What do you want to do next?
#¥* | Since you've already created a virtual private cloud, you can add other services,

FEEDBACK

Screenshot

o e QA ©

Provision a VPC VSI inside the Gen 2 VPC

Now choose the VPC Gen 2 which you just created.

We will now add some VPC VSI into this VPC.

On Top left-hand side, click on the triple line icon and choose “VPC Infrastructure” and
then “virtual server instances”

« (<IN O & 55 nups:/jeioud ibm.com/vpe-

¢ Cloud Foundry
& Functions. >
& Kubornotes >
S openshitt

w uware

I Ve Infrastructure >

H APIManagement
O App Development
13 evops

ole Interconneetivity

v Obseruability

5 Schematics ek
& security

B2 Awpte Floating 1Ps

1 Blockehain Public dateways

@ Integrate

Choose a “new instance”
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$0.40/hr

All instances for Vi
Gen 2 compute ;
This eration 2 compute
resources. It cai e eneration 1 instanc Boot volume $0.02/hr
\ Switch to Gen 1 compute

$270.35

FEEDBACK

Get sample AP call

Need help?

Screenshot
—— . [ _a e

» Provide a name for the instance.
Your Virtual private cloud will be automatically chosen.
» Check the box under “Classic Access” to "Enable access to classic

Y

resources” - this is very critical since all your PowerVSI are
under the classic infrastructure and so without this option
checked you cannot ping the PowerVSIs.

» Select your Operating System and Profile

» Your subnet will also be automatically populated.

Press “Create Virtual Server Instance” on right-hand side.
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VPC Infrastructure

Getting started

Overview
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18M Cloud Infrastructure X
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ew instar

0 your or add additional

0 a it sud.ibm.com/ tee
B doorroplant B AnsibleTower 23 18Minsurance [} My account - Hyper.. B3} i8MClouid
Virtual server instances for VPC
Reglons
Dallas v
Status Name
@ Poviered On abservices-vpc-centos-private-server-f
Lems perpage: 10 v Litem

% Whatdoyou wanttodo next?
Learn

banect to your new instance or add

VPC Cuireterence £ 0L

Vi

=

-

VyattaVPN-VPC

stance requested
r instance
tos-private:
d for

rtual Private Cloud Profile

es-vpe-private-dal-fg ex2-2x4

172.16.128.4 -

Page 1

x
S
<
@
a
o
I

Screenshot

+ MmO e® =
VPC Clirsforence EIOL  VyattavPN-vPC
Virtual Private Cloud Profile Private IP Floating IP
a pc-private-dal-4 cx2-2x4 17216.128.4

Page 1

x

[+

<

@

2

= &

Screenshot

M e Qe

Your VPC VSI is not active after a few minutes.

Now you can ping the VPC VSI from the Power VSI and vis versa using private IPs.
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Chapter 3: Troubleshooting

Connection fails from PowerVsS location VSI to IBM
Cloud Linux/Window VSI

If you chose a Public/Private IP for your Linux VSI in the IBM Cloud, then the
connection may fail from the PowerVS location VSI. This is due to the fact that the
default gateway is now set to a public gateway in your Linux VSI and there is no route
back to the PowerVS location VSI.

This should not be an issue if you only choose Private Subnet when provisioning your
Linux/Windows VSI in IBM Cloud.

To correct this, you will need to add a static route to the Linux VSI to tell it how to
connect back to the Power VSI PowerVS location.

Run the following command on your Linux VSI:

192.168.6.0/24: is the subnet in your PowerVS location

10.166.112.129: is the private gateway IP of your subnet in Linux VSI which you
can find by running “netstat -nr” on you Linux VSI.

> ip route add 192.168.6.0/24 via 10.166.112.129

» if you have more than one PowerVS location then repeat the command for
the next PowerVS location subnet CIDR

» We have two locations, so we need to run a second command and use
CIDR for second location

» ip route add 192.168.50.0/24 via 10.166.112.129

In order to make this route permanent, you will need to add it to your network
setting.

Edit this file:
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> Vi /etc/sysconfig/network-scripts/route-ethO

Add last 3 lines:

[root@labservice-scenarol-rhel-fg2 network-scripts]# cat route-ethO
# Created by cloud-init on instance boot automatically, do not edit.
#

ADDRESS0=10.0.0.0

GATEWAY0=10.166.112.129

NETMASK0=255.0.0.0

ADDRESS1=161.26.0.0

GATEWAY1=10.166.112.129

NETMASK1=255.255.0.0

ADDRESS2=166.8.0.0

GATEWAY2=10.166.112.129

NETMASK2=255.252.0.0

# added by faad to support pinging to PowerVS location
ADDRESS3=192.168.6.0

GATEWAY3=10.166.112.129

NETMASK3=255.255.255.0

ADDRESS3=192.168.50.0

GATEWAY3=10.166.112.129

NETMASK3=255.255.255.0

Chapter 4: Additional Resources

e Provision a VMware VM in IBM Cloud:
https://www.youtube.com/watch?v=5yl- _60gUUw

e IBM Cloud for VMware Solutions:
https://www.vmware.com/ca/products/cloud-director.htm/
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https://www.ibm.com/demos/collection/VMware-Solutions-on-
IBM-Cloud/

Install AWS CLI: https://computingforgeeks.com/how-to-install-
and-use-aws-cli-on-linux-ubuntu-debian-centos/
https://github.com/aws/aws-cli/issues/2543

GRE configuration: https://cloud.ibm.com/docs/virtual-router-
appliance?topic=solution-tutorials-configuring-IPSEC-VPN
https://docs.huihoo.com/vyatta/6.5/Vyatta-
Tunnels_6.5R1_v01.pdf
https://cloud.ibm.com/docs/power-iaas?topic=power-iaas-
configuring-power



