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Chapter 1: Solution Overview

Introduction

A key client requirement for (PowerVS) is the ability to
connect to cloud-based workloads from an on-premise environment. Specifically, clients
need the capability for multiple users and multiple on-premise systems to connect
securely to workloads in PowerVS. Configuring individual user connectivity with a
Virtual Private Network (VPN) client is fairly easy and documented here:

Meanwhile, we would not recommend creating PowerVS workloads with a public IP
address for security reasons.

Therefore, the focus of this tutorial will be how to configure a site-to-site VPN
connection from an on-premise environment to PowerVS. The approach detailed in this
document can also be customized for cloud-to-cloud VPN connectivity, as well, with a
VPN gateway on each side.

Note that this tutorial uses two separate IBM Cloud locations to simulate the site-to-site
VPN connection between an on-premise client environment and IBM Cloud. Therefore,
the same configuration method is used for both VPN gateways. With a client
environment, the on-premise (or other cloud) VPN gateway should be configured

according to its specifications, while this tutorial would be used for the VPN gateway in
the IBM Cloud.

Use Cases
Site-to-site VPN Connectivity

We will demonstrate how to configure a site-to-site VPN connection to PowerVS.

Solution Components and Requirements

Components

The following components need to be setup to allow for VPN site-to-site connection.
Site-to-site VPN will allow customers to connect their remote datacenter to IBM cloud
Power Locations using private IP. If customers wish to use public IP access, then all they


https://www.ibm.com/cloud/power-virtual-server
https://cloud.ibm.com/docs/power-iaas?topic=power-iaas-configuring-power

would require is internet access from their datacenter and a Direct Link inside IBM Cloud
to the their PowerVS location.

In this scenario we are simulating a remote datacenter to be one of the two PowerVS
locations in IBM Cloud. In this case, LONOG is simulating a remote datacenter and
TORO1 is the cloud PowerVS location.

Customers who have their own routers in their datacenters, will not need to order two
Vyatta routers show in step 2. Instead only need one Vyatta router in the IBM Cloud
located in same geo as their PowerVS location geo location in the IBM Cloud.

All steps given shown here for site-to-site GRE and IPsec tunnel provisioning are for
Vyatta OS, i.e., vyos.

1. Order Direct Link Connect Classic to connect each PowerVS
location to IBM Cloud

2. Order two Vyatta Gateways one in each PowerVS location: allow
for PowerVS location-to-PowerVS location communication

3. Request a Generic Routing Encapsulation (GRE) tunnel to be
provisioned at each PowerVS location to the Vyatta Gateway in
that location.

4. Configure GRE tunnels in each Vyatta Gateway to connect Vyatta
Gateway to each PowerVS location

5. Configure an site-to-site IPsec tunnel between the two vyatta
gateways.

Requirements

Order Direct Link Connect Classic

You will need to order Direct Link (DL) Connect Classic to allow your Power VSIs
provisioned inside IBM Cloud to communication with Linux/Window VSIs in IBM
Cloud and also with all other IBM Cloud services such as VMWare VMs, and Cloud
Object Storage (COS). Ordering a DL may take 1-2 weeks to complete. There is no
charge for this service as of June 2020.



Order Vyatta Gateways in each datacenter

In order to setup communication between the two PowerVS locations for a site-to-site
VPN, you will need to use an IPsec tunnels between the two Vyatta over Public Internet,
and a GRE tunnels from PowerVS location to each Vyattas over DL.

You will need to order Vyatta Gateways in each PowerVS location.

We ordered one Vyatta in LONO6 and the other in TORO01 PowerVS locations.

Request a Generic Routing Encapsulation (GRE) tunnel

You will need to open a support ticket with Power Systems and request that a GRE tunnel
be provisioned in each PowerVS location. They will provision their end of the GRE
tunnel and send you the information so you can continue and provision your end on the
Vyatta Gateways. You will need to provide the Power location subnets information in
each PowerVS location in the ticket.

Configure two GRE tunnels in Vyatta Gateways

We used the following link to configure the GRE.
https://cloud.ibm.com/docs/power-iaas?topic=power-iaas-configuring-power

After the support team finished configuring the GRE tunnel, you will need to configure
your end of the GRE tunnel on the two Vyatta Gateways.

You will need two GRE tunnels

1. GRE tunnel on Vyatta to terminate the PowerVS location GRE in LONO06
2. GRE tunnel on Vyatta to terminate the PowerVS location GRE in TOR01

Configure an IPsec tunnels between Vyatta Gateways

We will configure an IPsec tunnel between the two Vyattas over public interface. This
will allow communication between the two Vyattas for the Power Locations.

Diagrams

The overall architecture of our deployment is shown in the diagrams below.



End-to-End PowerVs location to Remote Datacenter VPN
Site-to-Site IPsec VPN
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In Lon06 to COLO GRE:

Your destination should be 10.254.0.26
Your tunnel ip 172.20.2.1

tunnel source 10.254.0.26

tunnel destination 10.72.74.212

Order Direct Link Connect Classic

You will need to order Direct Link (DL) Connect Classic to allow your Power VSIs in
the PowerVS location to communication with Linux/Window VSIs in IBM Cloud and
also with all other IBM Cloud services such as Cloud Object Storage and VMware
services. This process may take 1-2 weeks to complete.

There are several steps involved in completing DL ordering:

o Order Direct link connect classic service on IBM Cloud UI - see
steps below

o Next a support ticket will be created, and Support will send you a
word document with questionnaires to be completed concerning
various DL settings.

« Complete the questionnaires and upload it to support in the ticket.

o Support will then request that you create a new support ticket with
the Power System so they can complete their side of the DL
provisioning. Attach information about the DL in the original ticket
to this ticket.

o The DL will be provisioned, and you will be notified when complete.



« You can now test connection to any Linux/Windows VSI you may
have in IBM Cloud and other IBM Cloud services.

To start the DL order process, go to IBM Cloud Ul and log in.
Choose “Catalog” from upper right-hand side, and search for “direct”.
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Press “Create”. There are no options to select.
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« Choose a location for the DL. This should be the same location as
where you created your PowerVS location Service.

o Choose "link speed” under network provider menu.

o Choose "Local Routing (free)”

Global routing will require additional charges and will allow for easier PowerVS
location-to-PowerVS location communication. You will also need to order a Vyatta

Gateway Router to complete your Global routing option via use of a GRE tunnel. Support
can help you with this further.



In our case, we decided to use Local Routing and then order a Vyatta Gateway in each
PowerVS location and provision a GRE tunnel end-to-end.
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After this is complete, you will then be contacted by support and
requested to complete and answer some questions in an attached
document and send it back as attachment to the same ticket.

After this step is complete, support will request that you open a new
IBM support ticket and address it to the Power System. Include the
information in the original DL ticket. This new ticket will be sent to the
PowerVS location support to configure their side of the DL connection.

This should be the last step before DL communication works. You can
test your connection by pinging IBM Cloud Linux/Windows VSI from
your Power VSIs and in reverse.

Order Vyatta Gateways in each PowerVS location

In our scenarios we used two Vyatta Gateways, one in each PowerVS location to provide
site-to-site VPN for PowerVS location-to-PowerVS location communication using GRE
tunnels between Vyatta and PowerVS location and IPsec tunnel between two Vyattas
over public internet.

Login to IBM Cloud and click on the “Catalog”, then search for vyatta.

g -9 Y moe® =

Pg
Databases for PostgreSQL
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Select “Gateway Appliance” and click on it.
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Select “AT&T vRouter”. This is the Vyatta Gateway. You have other choices of
Gateways, but we will use Vyatta.

Provide a name for the Gateway and include the PowerVS location name in it so you can
distinguish them later.

Select Location to match your PowerVS location.
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Choose the following options:



10

e Uncheck the High Availability option unless you wish to order
one which means you will order two Vyatta Gateways in each
PowerVS location. We uncheck this option.

e Select the location by pressing on the arrow key in each location
to find the exact datacenter where you PowerVS location are
located.

e You may need to choose the POD if there are several PODs in
the selected datacenter location.

e Select the CPU single or dual processor. We chose Single
Processor.

e Select the amount of RAM you wish and add ssh keys if you like
to login without password. This can be done later too.

e Choose Private network interface unless you wish to use the
default which is public/private interface. We chose private
network interface only.

Sinele processor _

CPU Model Cores Speed RAM Storage

®  Intel Xeon 5120 28 Cores 2.20GHz Upto192 GB Up to 4 Drives

32GB[$171.10] hd None v Add key @
Add-ons v
Storage disks 1of 4 disks used
Here you can add, remove, and configure storage disks. You can also configure RAID storage volumes and disk partitions.
Type Disks Hot Spares Disk Media Disk Size

Individual v 102 SATA HDD ~ 2.00 T8 [$25.38]

$880.76

Port speed Public Egress - Bandwidth

10 Gbps [$125.00] v 0GB [$0.00]

Now check the box to agree with service agreement on the bottom-right side and
press “Create”
The vyatta gateway is now being provisioned. This may take several hours.

You will need to do this process in each of the two PowerVS locations.
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After the Vyatta Gateway is provisioned, you can see it listed under “Devices” where
you can find your “vyatta” and “root” user passwords.
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To log into the vyatta gateway, use a browser and access it via the link:
https://<ip address of the vyatta gateway>

user: vyatta
password: as show under “devices” in IBM Cloud UI and password tab on the left.
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Typically, you will use a command line to ssh to the vyatta for further configuration.
You will use the “vyatta” user id to do the configurations.

Request a Generic Routing Encapsulation (GRE) tunnel

You will need to open a support ticket to Power Systems and request that a GRE tunnel
be provisioned in each PowerVS location. You will need to provide information on the
subnets you created in the PowerVS location. They will provision their end of the GRE
tunnel and send you the information you will need so you can continue and provision
your end of the GRE tunnel on the Vyatta Gateways.

Power Support team will send you the following information for your GRE tunnels after
they complete their end of the GRE tunnel:

TORO1:

TOR:

ASR End:

Tunnel IP -- 172.20.8.2/30

Tunnel Source -- 10.254.0.30
Tunnel Destination-- 10.114.118.18

Vyatta End:

Tunnel IP -- 172.20.8.1/30

Tunnel Source -- 10.114.118.18

Tunnel Destination -- 10.254.0.30 (edited)

LONOG:

LON:

ASR END:

Tunnel IP -- 172.20.2.2/30

Tunnel Source -- 10.254.0.26
Tunnel Destination -- 10.72.74.212

Vyatta End:

Tunnel IP -- 172.20.2.1/30
Tunnel Source -- 10.72.74.212
Tunnel Destination -- 10.254.0.26

12



Setup PowerVsS location GRE tunnels in Vyatta Gateways

The following references may help in configuring GRE tunnels:

https://cloud.ibm.com/docs/virtual-router-appliance?topic=solution-tutorials-configuring-
IPSEC-VPN

https://docs.huihoo.com/vyatta/6.5/Vyatta-Tunnels 6.5R1 v01.pdf

https://cloud.ibm.com/docs/power-iaas?topic=power-iaas-configuring-power

Open a command window on your Mac/Window.

Note: Prior to login to a 10.x.x.x private IPs in IBM Cloud you will need to start your
MotionPro Plus VPN access.

Setup GRE PowerVsS location Tunnel in LONOG:

userlID: vyatta

Password: as show in the GUI
ssh vyatta@10.72.74.212

ssh to LONO6 Vyatta Gateway.

We are using the information provided by support for LON06 GRE

LONO6:

LON:

ASR END:

Tunnel IP -- 172.20.2.2/30

Tunnel Source -- 10.254.0.26
Tunnel Destination -- 10.72.74.212

Vyatta End:

Tunnel IP -- 172.20.2.1/30
Tunnel Source -- 10.72.74.212
Tunnel Destination -- 10.254.0.26

13
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Run the following commands:
We have chosen to call our tunnel “tun0” on the Vyatta Gateway.

configure

set interfaces tunnel tun(O address
172.20.2.1/30

O set interfaces tunnel tun0O local-ip
10.72.74.212

O set interfaces tunnel tun0 remote-ip
10.254.0.26

set interfaces tunnel tun(O encapsulation gre
set interfaces tunnel tun0O mtu 1300

commit

o O O O

exit

vyatta@vyatta-ipsec-2-10d@6:~$ configure

[edit]

vyatta@vyatta-ipsec-2-1lod@6# set interfaces tunnel tun@ address 172.20.2.1/30
[edit]

vyatta@vyatta-ipsec-2-1lod@6# set interfaces tunnel tun@ local-ip 10.72.74.212
[edit]

vyatta@vyatta-ipsec-2-1lod@6# set interfaces tunnel tun@ remote-ip 10.254.0.26
[edit]

vyatta@vyatta-ipsec-2-1lod@6# set interfaces tunnel tun® encapsulation gre
[edit]

vyatta@vyatta-ipsec-2-lod@6# set interfaces tunnel tun@ mtu 1300

[edit]

vyatta@vyatta-ipsec-2-1lod@6# commit

[edit]

vyatta@vyatta-ipsec-2-lod@6# exit

logout

vyatta@vyatta-ipsec-2-10d@6:~$% show interfaces tunnel

Codes: S - State, L - Link, u - Up, D - Down, A - Admin Down

Interface IP Address S/L Description

172.20.2.1/30

You can verify that your GRE tunnel is setup by running the following commands:

show interfaces tunnel
Or to get more info:

Show interface tunnel tunO

O O O O

exit

14



vyatta@vyatta-ipsec-2-1od0@6:~$ configure

[edit]
vyatta@vyatta-ipsec-2-1lod@6# show interfaces tunnel tun@d
tunnel tun@ {
address 172.20.2.1/30
encapsulation gre
local-ip 10.72.74.212
mtu 1300
remote-ip 10.254.0.26

Setup GRE PowerVsS location Tunnel in TORO1:

userID: vyatta
Password: as show in the GUI
ssh vyatta@10.114.118.18

ssh to Tor01 Vyatta Gateway.
TORO1:

TOR:

ASR End:

Tunnel IP -- 172.20.8.2/30

Tunnel Source -- 10.254.0.30
Tunnel Destination-- 10.114.118.18

Vyatta End:

Tunnel IP -- 172.20.8.1/30

Tunnel Source -- 10.114.118.18

Tunnel Destination -- 10.254.0.30 (edited)

Run the following commands:

We have chosen to call our tunnel “tun0” in the Vyatta Gateway same as the other Vyatta
Gateway.

15
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configure

set interfaces tunnel tun(O address
172.20.8.1/30

O set interfaces tunnel tun0O local-ip
10.114.118.18

O set interfaces tunnel tun0O remote-ip
10.254.0.30

set interfaces tunnel tun0 encapsulation gre
set interfaces tunnel tun0 mtu 1300

commit

o O O O

exit

vyatta@vyatta-ipsec-2-tor@l:~$ configure

[edit]

vyatta@vyatta-ipsec-2-tor@l# set interfaces tunnel tun® address 172.20.8.1/30
[edit]

vyatta@vyatta-ipsec-2-tor@l# set interfaces tunnel tun® local-ip 10.114.118.18
[edit]

vyatta@vyatta-ipsec-2-tor@l# set interfaces tunnel tun@ remote-ip 10.254.0.30
[edit]

vyatta@vyatta-ipsec-2-tor@l# set interfaces tunnel tun@ encapsulation gre
[edit]

vyatta@vyatta-ipsec-2-tor@l# set interfaces tunnel tun@ mtu 1300

[edit]

vyatta@vyatta-ipsec-2-tor@l# commit

[edit]

vyatta@vyatta-ipsec-2-tor@l# exit

logout

vyatta@vyatta-ipsec-2-tor@l:~$ show interfaces tunnel

Codes: S - State, L - Link, u - Up, D - Down, A - Admin Down

Interface IP Address S/L Description

172.20.8.1/30 u/u

To show the status:

show interfaces tunnel
Or to get more info:

Show interface tunnel tun0

O O O O

exit

16



vyatta@vyatta-ipsec-2-tor@1:~$ configure

[edit]
vyatta@vyatta-ipsec-2-tor@l# show interfaces tunnel tun@
tunnel tun@ {

address 172.20.8.1/30

encapsulation gre

local-ip 10.114.118.18

mtu 1300

Finally, you need to set static route in each Vyatta to point the traffic to the GRE tunnels.

in TORO1 Vyatta:

» configure

» set protocols static route 192.168.6.0/24 next-hop 172.20.8.2
» commit

» exit

in LONO6 Vyatta:

» configure

> set protocols static route 192.168.50.0/24 next-hop 172.20.2.2
» commit

» exit

17



Setup site-to-site IPsec tunnel between Two Vyatta Gateways

In this section you will setup a site-to-site IPsec tunnel between the two vyatta gateways
to allow for cross Vyatta connection over the public interface. All commands are for
Vyatta vyos OS type. Other router/gateway types will have different commands to
perform these actions.

In this scenario we are simulating a remote customer datacenter to be one of the two
PowerVS locations in IBM Cloud. In this case, LONO6 is simulating a remote customer
datacenter and TOROL1 is the cloud PowerVS location.

Customers who have their own routers in their datacenters, will not need to order two
Vyatta routers. Instead only need one Vyatta router in the IBM Cloud located in same geo
as their PowerVS location geo location in the IBM Cloud.

TORO1 Vyatta IPsec Configuration:

Local Public IP: 158.85.94.90

Peer Public IP: 158.176.145.42
Remote Subnet Prefix: 192.168.50.0/24
Local Subnet Prefix: 192.168.6.0/24

Need to replace items in color below with you own values on run these commands on the
Vyatta gateway in TORO1.

configure
set security vpn ipsec esp-group ESP01 pfs 'enable'

o set security vpn ipsec esp-group ESP01 proposal 1 encryption
'aes256'"'

o set security vpn ipsec esp-group ESP01 proposal 1 hash

'sha2z 512'

set security vpn ipsec esp-group ESP01 mode 'tunnel'

set security vpn ipsec esp-group ESP01 pfs 'dh-groupb5'

set security vpn ipsec ike-group IKEOl proposal 1 dh-group '5'

O O O O

set security vpn ipsec ike-group IKEQOl proposal 1 encryption

'aes256'"'

o set security vpn ipsec ike-group IKE(Ol proposal 1 hash
'sha2 512'

e} set security vpn ipsec site-to-site peer 158.176.145.42
authentication pre-shared-secret 'iamsecretl'

e} set security vpn ipsec site-to-site peer 158.176.145.42
default-esp-group 'ESPO1'

o set security vpn ipsec site-to-site peer 158.176.145.42 ike-
group 'IKEQO1'

o set security vpn ipsec site-to-site peer 158.176.145.42 tunnel
1 esp-group 'ESP0O1'

o set security vpn ipsec site-to-site peer 158.176.145.42 local-
address

o set security vpn ipsec site-to-site peer 158.176.145.42 tunnel
1 local prefix '192.168.6.0/24"

o set security vpn ipsec site-to-site peer 158.176.145.42 tunnel

1 remote prefix

commit

exit
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Below shows the output of all the commands ran. The value of pre-shared-secret is
encrypted in this output and shown as ik,

vyatta@vyatta-ipsec-2-tor@l:~$ show configuration commands | grep ipsec

set security vpn ipsec esp-group ESP@1 mode 'tunnel’

set security vpn ipsec esp-group ESP@1 pfs 'dh-groupS'

set security vpn ipsec esp-group ESP@1 proposal 1 encryption 'aes256'

set security vpn ipsec esp-group ESP@1 proposal 1 hash 'sha2_512'

set security vpn ipsec ike-group IKE@1 proposal 1 dh-group '5'

set security vpn ipsec ike-group IKE@1 proposal 1 encryption 'aesz256'

set security vpn ipsec ike-group IKE@1 proposal 1 hash 'sha2_512'

set security vpn ipsec site-to-site peer 158.176.145.42 authentication pre-shared-secret '**¥****x!
set security vpn ipsec site-to-site peer 158.176.145.42 connection-type 'initiate’

set security vpn ipsec site-to-site peer 158.176.145.42 default-esp-group 'ESP@L’

set security vpn ipsec site-to-site peer 158.176.145.42 ike-group 'IKE@1'

set security vpn ipsec site-to-site peer 158.176.145.42 local-address '158.85.94.90'

set security vpn ipsec site-to-site peer 158.176.145.42 tunnel 1 esp-group 'ESP@1'

set security vpn ipsec site-to-site peer 158.176.145.42 tunnel 1 local prefix '192.168.6.0/24'
set security vpn ipsec site-to-site peer 158.176.145.42 tunnel 1 remote prefix '192.168.50.0/24'

LONO6 IPsec Configuration:

Local Public IP: 158.176.145.42

Peer Public IP: 158.85.94.90

Local Subnet Prefix: 192.168.50.0/24
Remote Subnet Prefix: 192.168.6.0/24

Need to run these commands on the Vyatta gateway in LONO6.

o
) esp-group ESP01 pfs 'enable'
) esp-group ESP01 proposal 1 en 'ption 'aes256'
) esp-group ESP01 proposal 1 hash 'sha2 512'
) esp-group ESP01 pfs 'dh-groupb'
o ike-group IKEOl proposal 1 dh-group '5'
¢} > ike-group proposal ‘ption !
¢} > ike-gr proposal 'sha2 512
o site-to-site peer 158.85.94.90 authentication pre-
t2'!
o site-to-site peer 158.85.94.90 default-esp-group
[} set security vpn ipsec site-to-site peer 158.85.94.90 ike-group 'IKEO1'
[} 0 local-address
[} 0 tunnel 1 esp-group
[} tunnel 1 local prefix
o tunnel 1 remote prefix
o
o




Below shows the output of all the commands ran. The value of pre-shared-secret is
encrypted in this output and shown as “#*###H3>,

vyatta@vyatta-ipsec-2-10d@6:~$ show configuration commands | grep ipsec

set security vpn ipsec esp-group ESP@1 mode 'tunnel'’

set security vpn ipsec esp-group ESP@1 pfs 'dh-group5’

set security vpn ipsec esp-group ESP@1 proposal 1 encryption 'aes256’

set security vpn ipsec esp-group ESP@1 proposal 1 hash 'sha2_512°'

set security vpn ipsec ike-group IKE@1 proposal 1 dh-group 'S5’

set security vpn ipsec ike-group IKE@1l proposal 1 encryption 'aes256’

set security vpn ipsec ike-group IKE@1l proposal 1 hash 'sha2_512°'

set security vpn ipsec site-to-site peer 158.85.94.90 authentication pre-shared-secret '*#¥**xfx!
set security vpn ipsec site-to-site peer 158.85.94.90 connection-type 'initiate'

set security vpn ipsec site-to-site peer 158.85.94.90 default-esp-group 'ESPO1’

set security vpn ipsec site-to-site peer 158.85.94.90 ike-group 'IKE@1'

set security vpn ipsec site-to-site peer 158.85.94.90 local-address '158.176.145.42'

set security vpn ipsec site-to-site peer 158.85.94.90 tunnel 1 esp-group 'ESPO1'

set security vpn ipsec site-to-site peer 158.85.94.90 tunnel 1 local prefix '192.168.50.0/24"
set security vpn ipsec site-to-site peer 158.85.94.90 tunnel 1 remote prefix '192.168.6.0/24"

Check the status of the IPsec tunnel by running this command on each vyatta gateway:

e show vpn ipsec status

vyatta@vyatta-ipsec-2-10d06:~$ SR IR el doilt
IPSec Process Running PID: 8466

1 Active IPsec Tunnels

Check the setting of the IPsec tunnel by running this command:
e show vpn ipsec sa

vyatta@vyatta-ipsec-2-1od@6:~$ show vpn ipsec sa
Peer ID / IP Local ID / IP

158.85.94.90 158.176.145.42
Tunnel Id State Bytes Out/In  Encrypt DH A-Time L-Time

sha2_512 2 18898 3600

vyatta@vyatta-ipsec-2-1odd6:~$
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vyatta@vyatta-ipsec-2-tor@l:~$ show vpn ipsec sa
Peer ID / IP Local ID / IP

158.176.145.42 158.85.94.90

Tunnel Id State Bytes Out/In  Encrypt DH A-Time L-Time

sha2z_512 2 18889 3600

At this point you should have end-to-end connectivity between PowerVS locations and be
able to ping between your Power VSIs AIX/IBM i VSIs in each PowerVS location and
also from the Power AIX/IBM i VSIs to IBM Cloud services such as Linux/Windows
VSI and Object storage.

Chapter 2: Implementation

After setting up site-to-site VPN connection, we will verify ping and ssh connectivity
between each PowerVS VSlIs and from PowerVS VSI to IBM Cloud VSI (Linux VSI).

PowerVS and x86 VSI Integration

Provision a PowerVsS in the PowerVs location

The procedure is similar for both AlIX and IBM i VSI provisioning, except for the OS
types. Here is a procedure to create an AIX 7.2 VSI. The cost shown are monthly cost,
but you are being charged hourly.

Go to the IBM Cloud Catalog and press the “IBM Cloud” on top left side of the UI.
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Click on the service for each datacenter in which you have created a PowerVS location
power service. In this case we will choose Toronot01 service.
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Addtags & Details Actions. v

| viruatserver instances Virtual server instances
Loar mors about Getling started

SSH keys

Name 1Ps Image CPUS. RAM Status

192.168.6.136 7200-04-01 268 L]
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0.5 cores GB L]
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Since we have already provisioned several VSI, we see the list show above. If you are
creating VSIs for the first time, your list will be empty.
Press “Create Instance” on upper right-hand side.

Power Systems Virtual Server-Toronot01 @ acive Addtags 2

Virtual server instance creation

Create a new instance for Power Systems Virtual Server-Toronot01

This is where you provision AlX or IBM i VSIs.

Choose a name for your VSI, i.e., AIX-72-Tor01 and select how many VSIs you need to
configure. The names of the VSI will be appended with a “-17, “-2” etc. if you select
more than one VSI.

You may leave VM pruning and SSH key as is since the VSIs will have no passwords
when you create them for the first time.

Scroll down to choose other options.
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O Profile 18Mi
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Here you will choose the following options:
e Operating System - AIX or IBM i or any other image you may

have imported.

e Image type: AIX 7.1 or 7.2, etc.

e Disk types: Type 1 or 3. Type 3 is cheaper option which we
selected.

e Machine type: S922 or E980

e Processor: Dedicated or Shared or Shared Capped. We choose
“shared” as its less expensive.

e Choose the number of cores and RAM you will need. The
minimum core is "0.25”.

e You can also attach additional volume to the VSI is you wish. We
did not do that here and only used the root volume which is
included.

Next you will scroll down to choose your subnet on which these VSIs will be
provisioned. It is assumed you have already created one or more subnets prior to this
step.

Click on the “Attached Existing ”.
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Now check the box “I agree to the ....” And press “create Instance” in lower right-hand
side.

Your VSI is now being provisioned.

Provision a Linux VSI in IBM cloud

Login to IBM Cloud UI and choose “catalog”

Search for “vsi”
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Choose “public” and give the server a Hostname

Select Location. In this case we selected Tor01.
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> Select a profile for your RAM and CPU.

» Choose your OS type.

» Choose a ssh key if you want to access this VSI via ssh and
without a password. You can create an ssh key by clicking on
“add key” and enter a name for your profile and your private ssh
key which you already may have on your laptop or follow steps
to generate an ssh key and then paste it here.

« c o © @ % httpsy/cioud ibm.com/gent/infrastructure/provision/vs?bss_account=06d! fbagims, o - YD e =

Create vietual server
Add an SSH key
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Choose your network connections under “Network Interface”. We only choose Private
network in our scenarios.
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After the VSI is provisioned you can now be able to ping between the Power VSI in the
PowerVS location and the VSI in IBM cloud.

If you chose a Public/Private IP for your Linux VSI, then the connection may fail from
the PowerVS location VSI. This is due to the fact that the default gateway is now set to a

public gateway in your Linux VSI and there is no route back to the PowerVS location
VSI.

To correct this, you will need to add a static route to the Linux VSI to tell it how to
connect back to the Power VSI PowerVsS location.

Run the following command on your Linux VSI:
192.168.6.0/24: is the subnet in your PowerVS location
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10.166.112.129: is the private gateway IP of your subnet in PowerVS location
which you can find by running “netstat -nr” on you power VSI.

» ip route add 192.168.6.0/24 via 10.166.112.129

In order to make this route permanent, you will need to add it to your network
setting.

Edit this file:
» Vi /etc/sysconfig/network-scripts/route-ethO

Add last 3 lines:

[root@labservice-scenarol-rhel-fg2 network-scripts]# cat route-ethO
# Created by cloud-init on instance boot automatically, do not edit.

#

ADDRESS0=10.0.0.0

GATEWAY0=10.166.112.129

NETMASK0=255.0.0.0

ADDRESS1=161.26.0.0

GATEWAY1=10.166.112.129

NETMASK1=255.255.0.0

ADDRESS2=166.8.0.0

GATEWAY2=10.166.112.129

NETMASK2=255.252.0.0

# added to support pinging to PowerVS location for VSI with public IP
ADDRESS3=192.168.6.0

GATEWAY3=10.166.112.129

NETMASK3=255.255.255.0

PowerVS and VMware Integration

Create a VMWare Shared

In this section we will first create a VMWare shared and then provision a VM inside the
VMWare and test its connectivity to PowerVs.
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Login to IBM Cloud and choose “catalog” on upper-right hand side

Search for “VMware”
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Select “VMware Solution Shared”. This is the less expensive VMware solution.
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@ im0 @

Total due per month Usage based

Considering a X
purchase?

Select:
> Virtual data center name

» Data center location
> Virtual data center capacity. We choose 20 vCPU and 50 GB RAM

" 52000/mo

Virtual data center capacity
1 e

1@ 18240 58

Total due per month Usage based

Recommended services

Check the agreement check box and press “create” on lower right-hand side.
You will be provided with a Admin userID and password to allow you to access the
configuration website. Store that information on your laptop.

Then under “resources” you should see your VMware Solution Shared name.
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Configure VMware Solution Shared

Click on the name of you VMware Solution Shared below.
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This will show are you VMware settings. There are 5 IPs which are provided by default
to be used to assign to your VMs inside the VMware to allow outside network access.
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Configure VMware Solution Shared Network

To configure your VMware Solution Shared, press on the “vCloud Director Console” on
upper right-hand side.

&N D @® =

vmware-dallas # readytouse ¥Cloud Direcior console 3

Properties Resource Reservation g

VEPU limit

RAM limit 2068

A browser session will open where you would enter your admin ID and password
provided to you when you created the VMware Solution Shared.
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IBM Cloud for VMware
Solutions
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Login to the console using admin and password provided.
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At this point you need to configure your VMware network before you can provision any
VMs. The screen shot above shows that we have already done so and have then
provisioned VMs.

Here is a reference site with many training resources on IBM Cloud for VMware
Solutions Shared.

https://www.vmware.com/ca/products/cloud-director.html
https://www.ibm.com/demos/collection/\ Mware-Solutions-on-1BM-Cloud/

To configure the network including Edge Gateway and NAT and Firewalls, use this video
site.

IBM Cloud for VMware Solutions Shared - Setup the Network
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https://www.youtube.com/watch?v=gGOjp3TEtt0

Click on the “network” menu item on the left-hand side.

We will now create a network.

VM IBM Cloud for VMware

< Al datacenters O transend-od | @ 2ffNaa08fced0: . @ 3-fd81675bb615
Networks
i Compute v
VApPS

Virtual Machines
Affinity Rules

© Networking v

£ storage v
Independent Disks.

Storage Policies

Select “ADD” and then choose “Routed” and press Next

New Organization VDC Network Type
Network

Select the type of network that you are about to create

1 Network Type

3 Edge Connection

4 Static IP Pools

» Choose a name for your network, i.e. web-network
» Select a CIDR range, i.e., 192.168.100.1/24

» Choose "Shared” option

» Press Next
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New Organization VDC General
Network

Web-Network
1 Network Type

192.168.100.1/24
2 General

5 DNS

6 Ready to Complete

New Organization VDC Edge Connection
Network

Neme © v  External
Netwaorks
1 Network Type
© edge-dano-ozx 2
2 General
3 Edge Connection
4 Static IP Pools

5 DNS

6 Ready to Complete

Interface Type Distributed

Guest VLAN Allowed a»

CANCEL PREVIOUS NEXT

Enter the IP pool range you wish to use. In this case we use a similar range as the CIDR
by entering 192.168.100.5 — 192.168.100.254 and then press ADD an then NEXT
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New Organization VDC Static IP Pools
Network

Gateway CIDR 192.168.100.1/24
1 Network Type

Static IP Pools

2 General format: 192168.1.2 - 19.

3 Edge Connection 192.168.100.5 - 192.168.100.254| m

4 Static IP Pools

5 DNS

6 Ready to Complete

Now enter DNS addresses for external access.
We use 9.9.9.9 and 1.1.1.1 as the two public DNS Primary and Secondary respectively.
Press NEXT

New Organization VDC DNS
Network

Primary DNS
1 Network Type
Secondary DNS

DNS suffix

4 Static IP Pools

5 DNS

6 Ready to Complete

Now you will see the final screen showing your settings.
Press FINISH
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New Organization VDC Ready to Complete
Network

1 Network Type

2 General

3 Edge Connection

6 Ready to Complete

192.168.100.5 - 192.168.100.254

VM 1BM Cloud for VMware Solutions:

< Al datacenters (4} @ 7. © 500615

Networks

Web-Netwark N 192.168.100.24 Routed  edge-dal 10-02b24. o% v
Affinity Rules

@ Networking v

Networks

independent Disks
Storage Policies

@ Settings v
General

Metadata

Now we need to create Firewall and Source NAT for Public and Private access to our
VMware.

Public Netowrk Access Firewall and Source NAT Configuration

Click on the Edges menu and select the Edge network which was included when you
provisioned VMware Shared. The Edge network allows for external access.

You will need to create a Firewall rule and Source NAT (SNAT) to allow access to the
external network. For internal access you will need to create a Firewall rule and a
Destination NAT (DNAT) rule.

Same procedure will be used later to provide access to the Private network.

Press “Configure Services”
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IBM Cloud for VMware Solutions:

External Networks Subnets

dal0-wo2-tenant-external 52.117.143.0/24

Choose Firewall menu on top.
Choose “+”

A new firewall setting “2” will appear in the list. We will now need to configure this
firewall.

External Networks
1P Addresses

Default Gateway
52.17.143.7

< Al datacenters O transend-od | @ 21fMaa08fcedO 07, © 30t 0-4552-955:
Edges
i Compute A ccmmunt&:wlc:s REDEPLOY
vApps
£e Status Name Ty Used NICs External Networks ©Org VDC Networks r HA Status T
Virtual Machines P
@ ‘edge-dall0-02b246c6 3 2 1 Up
Affinity Rules
& Networking ~
1-10tTitems:
Networks
Edges
Security n
Edge Gateway Settings
1 Storage v
General
Independent Disks
Name edge-dall0-02b246c6 Edge Gateway Large
Storage Policies Configuratien
Description
@ Settings v High Availability Yes
General
Metadata 17
Addresses Default Gateway

dali0-w02-tenant-external

52.17.143.1

Edge Gateway - edge-dall0-02b246¢c6

DHCP  NAT  Routing

Firegl
Firewall Rules
Enabled D

¥
Show only user-defined rules (I
No Name Type Source

firewall Internal Hic vse

2v highAvallability Internal Hig 169.254.1.8V30
169.2541.82/30

3v dns Internal Hig internat

av default rule for ingress * Default Poli Any

Grouping Objet Statist Edge Settings

Destination Service

Any Any

169.254..81/30 Any

169.2541.82/30

2ranner

10.255.255.249 udp:53:any
tcpiE3:any

Any Any

Provide a name for the firewall, i.e. web-network.
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Action Enable logging

Accept

Accept

Accept

Deny



Edge Gateway - edge-dall0-02b246c6 X

Firewall DHCP  NAT  Routing  Load Balancer VPN  Certificates

Grouping Objects  Statistics  Edge Settings

Firewall Rules

£\ This rule set has unsaved changes. Save to start deploying. Save changes  Discard changes

Enabled ©
it ) x v ]

Show only user-defined rules ()

No. Name Type Source Destination Service Action Enable logging
v firewall Internal Hig vse Any Any Accept

2v Web-Network User Any [ > W o) Any Any Accept

3v highAvailability Internal Hig 169.2541.8130 169.2541.8130 Any Accept

169.2541.82/30 169.2541.82/30
av dns Internal Hig internal 10.255.255.249 udp:53:any Accept
tep:S3:any
5v default rule for Ingress Default Pol Any Any Any Deny

Then choose Source and click on the “+” icon to add a source network.

Choose the network you created before from the list of external networks and press the
“+” to add it to the right side.
Then press NEXT

Select objects

objects of type:
i Org Vde Nolwngl
Ip Sets
Security Groups
@ dal0-w02-service!

@ Distributed Router Transit

Current page:
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Select objects

Browse objects of type: Org Vidc Networks

Filter Filter.

¥ Web-Network Web-Network

Current page:

Edge Gateway - edge-dall0-02b246c6 X

Firewall DHCP  NAT  Routing LoadBalancer VPN  Certificastes  Grouping Objects  Statistics  Edge Settings

Firewall Rules

@ Please walt <} Y

Enabled )

) =) .

Show only user-defined ruies ()

No. Name Type Source Destination Service Action Enable logging
v firewall Internal Hi vse Any Any Accept

2v Web-Network User “ Any Any Accept

3v highAvailability Internal Hic 169.2541.8130 169.254.1.81/30 Any Accept

169.254..82/30 169.2541.82/30
2manner
av dns Internal Hig internal 10.255.255.249 udp:S3any Accept
tep:53:any
5v default rule for ingress Default Pol Any Any Any Deny

Next, lets capture some IP settings under the Edges tab.
You will need these for the next steps. Save them in a Notepad for future access.
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IBM Cloud for VMware Solutions:

admin

< Al datacenters & transend-od | @ 21fM1aa0BfcedO:
«
gicameuts; ¥ Edge Gateway Settings
vADpS
General
irtual Machin
R Name edge-dali0-02b246¢6
Affin Rules
ATELS Description
© Networking v
Networks
P
Edges
Addresses
Security
Extarnal Networke Subnets 1P Addresses
] Storage v &
dall0-wO2-tenant-external 52117.143.0/24 52.117.1437
Independent Disks
dal10-wO2-serviceOl 52117.132.0/24 52117.132.75
Storage Policies
© settings v Sub-allocated IP Addresses
General
External Netwark Sub-llocated 1P Pool
Metadata
dall0-wO2-tenant-external 52.117.143.208 - 52.117.143.212
dall0-wo2-service

380-4552-955:

Edge Gateway Large
Configuration
High Availability Yes

Default Gateway

External Networks dail0-w02-tenant-external

Default Gateway 521171431

Rate Limits
Enabled External Networks Ineoming
Rate Limit
No dano-wo2-tenant-external
No dal0-w02-serviceOl

Storage Policies

& v
JECEIED Sub-allocated IP Addresses
General
External Network Sub-allocated 1P Pool
Metadata

dall0-w02-tenant-external 52.117.143.208 - 52.117.143.212

dall0-w02-service1

X

VM IBM Cloud for VMware Solutions:
& Al datacenters [} | @ 07, © 30f86b5b-5: 5bb615
«
o v
(==l Edge Gateway Settings
vAppS
General
REESE Name edge-dal0-02b246¢6 Edge Gateway Large
Affinity Rules ) Configuration
Description
@ Networking v High Availability Yes
Networks
P
Edges Addresses Default Gateway
Security External Networks dall0-w02-tenant-external
Extornal Networks Subnets 1P Addrasses
= storage v Default Gateway 52.17.1431
dallo-wO2-tenant-external  52117.143.0/24 52117.143.7
Independent Disks
dall0-w02-service0l 52117.132.0/24 s2117.182.75

Rate Limits
Enabled External Networks Incoming
Rate Limit
No dano-woz-te:
No daNo-woz-s

outgsing
Rate Limit

Outgoing
Rate Limit

admin

The -external addresses are for external access and the -serviceO1 addresses are for
internal access. The last part, sub-allocated IP addresses are 5 IP addresses to be used to
assign to your VMs to allow external access. You may request additional IPs if you have
more than 5 VMs. You will need to open a ticket with IBM support to get more IPs.
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aNotepad.com - free oniine notepad Home Features About RegisterAogin

Transend-VMWare Shared

[*"8 Enable Rich-Text Editor

dal10-w02-tenant-external
52.117.143.0/24
52.117.143.7

dal10-w02-service01
52.117.132.0/24
52.117.132.75

dal10-w02-tenant-external
52.117.143.208 - 52.117.143.212

Make Public (Register for private notes)

Next go to the Edges menu and press “configure services”.
Now we will configure a Source NAT.

ud for VMware

< All datacenters & transend-od | @ 2ffMaa08fcedOefael00de490ade507, © 30186b5h-5380-4552-9553-1dBI675DbE1S
Edges
i Compute R cch\Guw&s:ww:Es REDEPLOY
vApps
Status Name t v Usedwics Externai Networks ¥ OrgVDC Networks v HAStatus v

Virtual Machines

@ edge-dall0-02b246c6 3 2 1 Up
Affinity Rules

© Networking v
1-10t1 tems
Networks
Edges
Security
Edge Gateway Settings
£ sterage v
General
Independent Disks
Name edge-dal10-02b246c6 Edge Gateway Large
Storage Policies Configuration
Description
© Settings v High Availability Yes
General
Metadata L3
Addresses Default Gateway
External Networks dal0-w02-tenant-external
Extornal Networks Subnets P Adaresses
Default Gateway 52.117.143.1
dalt0-wO2-tenant-external 52.117.143.0/24 52171437

Choose “NAT” from the top menu and let’s create a Source NAT (SNAT)
Press “Add Rule” for the NAT44 Rule SNAT Rule
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Edge Gateway - edge-dal10-02b246c6 X

Frewall DHCP NAT Roung LoadBalancer VPN  Cerficates  Grouping Objects  Statistics

NAT44 Rules

[#onarrute | [+ swat rute

D Type Action  Applied on Original Translated Protocol Enabl.. Logging Description
IP Address Port  IP Address Port

No NAT rules defined

NAT64 Rules
[Fwarrauie )

D Match Ipvé Destination Prefix  Translated Ipv4 Source Prefix  Enabled Logging Description

> Select the external network option
» Enter the CIDR for your network

> Select an IP from the list of 5 IPs for external access.

selected the first one 52.117.143.208
» Add a description if you wish

Add SNAT Rule

Original Source IP/Range * 192168100124
Translated Source IP/Range * 52117343208

escription
Web-Network Outbound|

» Press Next
» Press "save changes”
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Edge Gateway - edge-dall0-02b246¢c6

NAT

£\ You have unsaved changes. Save chonges  Discard changes
NAT44 Rules

+ + SNAT R x
Show only ed rues (D)

D Type Action  Applied on Original Transiated Protocol Enabl.. Logging Description

IP Address Port IP Address Port

Bl vocrmee s\ canowoztenante 102168100124 52117143208 v o x Web-Network Outbound
NAT64 Rules

D Match Ipv6 Destination Prefix  Transiated Ipvé Source Prefix  Enabled Logging Description

Private Netowrk Access Firewall and Source NAT Configuration

Click on the Edges menu and select the Edge network which was included when you
provisioned VMware Shared.

Choose “Firewall” and press the “+”

Edge Gateway - edge-dal10-02b246c6 X

Firewall DHCP  NAT  Routing ad Balancer VPN Cerlificate: Grouping Objects  Statistics  Edge Settings

Firewall Rules

Enabled o)

Cs )

Show anly user-defined rules ()

No. Name Type Source Destination Service Action Enable logging
- frewall Internal Hig vse Any Any Accept

2v highAvailability Internal Hi¢ 169.2541.8/30 169.2541.8/30 Any Accept

169.2541.82/30 169.2541.82/30
aranno
3v dns Internal Hig internal 10.255.255.249 udp:53:any Accept
tep:53any
4w Web-Network User Web-Network Any Any Accept
5v default rule for ingress_Default Pol Any Any Any Deny

Add a name for the newly created firewall, i.e., web-network-private
Then select the Source and press “+”
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Edge Gateway - edge-dall0-02b246c6

Firewall ~ DHCP  NAT Routing Load Balancer VPN  Certificates  Grouping Objects  Statistics  Edge Settings

Firewall Rules

/A This rule set has unsaved changes. Save to start deploying.

Enabled o©

+ | v

Show only user-defined rules ()

No. Name Type Source Destination Service Action
v firewall Internal Hic vse Any Any Accept
2v Web-Network-Private]  User Any Any Any Accept
3v highAvailability Internal Hig 169.254.1.81/30 169.2541.81/30 Any Accept
169.254.1.82/30 169.2541.82/30
224An01
av dns Internal Hi¢ internal 10.255.255.249 udp:53:any Accept
tep:53:any
5v Web-Network User Web-Network Any Any Accept

Select the web-network.

Select objects
Browse objects of type: Org Vdc Networks

Filter.

v Web-Network

Current page:

x

. m

This time we will be targeting the services network in the destination.
Under Destination, press the “+”.
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Edge Gateway - edge-dall0-02b246c6

Firewall D NAT Routing Load Balancer VPN Grouping Objec
Firewall Rules
£\ This rule set has unsaved changes. Save to start deploying.

Enabled ()
[ x v

Show only user-defined rules (D

No. Name Type Source Destination

v firewall Internal Hig vse Any

2v Web-Network-Private  User ‘Web-Network Any N

3v highAvailability Internal Hig 169.2541.8V30 169.2541.8V30

169.254182/30 169.2541.82/30

av dns Internal Hig internal 10.255.255.249
sv Web-Network User Web-Network Any

Service

Any

udp:53:any
tep:53any

Any

e Settings

Action

Accept

Accept

Accept

Accept

Accept

Save changes  Discard changes

Enable logging

Select the -service01 network and then the “->” to move it the right.

Press Next.

Select objects

Browse objects of type: Gateway Interfaces
GATEWAY ACES »
Filter,
Py
© dal10-wO2-tenant-external
v W02-servicedl
@ Distributed Router Transit
@ web-Network
€ internal
@ External

@A

Current page:

Then press the NAT and select Source NAT.
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Edge Gateway - edge-dall0-02b246c6 X

Firewall  DHCF NAT  Routing oad Balance! VPN  Centificate: Grouping Object Statistic
NAT44 Rules
[(#onaraue | [#sgyrauee | z |
Show only user-defined rules ()
D Type Action  Applied on Original Translated Protocol Enabl. Logging Description
1P Address Port  IP Address Port
Usordefined  SNAT  dofl0-w02tenant« 19216810024 Any 52173208  Any  Any v x Web-Network Outbound

NAT64 Rules

[*natean

D Match Ipv6 Destination Prefix  Translated Ipv4 Source Prefix  Enabled Logging Description

Select the -service01 network

Add the CIDR for your network

Add an IP from the services IPs, i.e., 52.117.32.75 which you had saved before in
notepad.

Press NEXT.

Add SNAT Rule

Applied On: dalto-w02-serviceOl
Original Source IP/Range * 192168100024

Transiated Source IPiRange * sanzbars

Description

Enabled
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Edge Gateway - edge-dall0-02b246¢6

nar
© Presse wan 22 .
NAT44 Rules
T

Show only user-defined ruies ()

D Type Action  Appiied on Original Translated Protocol Enabl. Logging Deseription
1P Address Port  IP Address Port

2168100424 Any 52117143208 Any  Any v x Web-Network Outbound

196608 User-defined SNAT  dalio-wi
-u'\

NAT64 Rules
Fnates

D Match lpvé Destination Prefix  Translated lpv4 Source Prefix  Enabled Logging Description

Now you should show two Source NATS, one for external and one for internal network.
The internal network will allow you to access IBM Cloud services such as Object Storage
Service and Redhat repositories.

At this point, you can start to provision a VM in your VMware Shared service and be
able to access external and internal network.

Provision a VM inside VMware Shared Service

This training video will demo how to provision a VM.

To provision a new VM in your VMware Solution Shared, press on the “vCloud Director
Console” on upper right-hand side of your VMware Solution Shared Ul in the IBM
Cloud.
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https://www.youtube.com/watch?v=5yl-_60gUUw

€ e © @25 hps:icloud on

[ varoo 3 1eMTesm 3 1aas- Dropoox [ searrepiant £2) anstietower B manaurance [N My sceount - roper.. B Bucioue vPC CLimsterence DL vyanaveh-vPC @ vyatia-Lendon O wyatia-Toronts

VMware Solutions. | Resources |

vmware-dallas ® reeyrouse vCloud Director consele  [3 | Actions...
Properties Resource Reservation £
Name vymware-dallas wEPU limit 10vePU
Type Ondemand RAM limit 2068
Region Dallas

Reset Organization Admin Password

Location dal1o

) 267c4c60-70dd-48d4-0498-b9a62a 585808
Creation time May 20, 2020 9:39 AM

Public 1P 5211718190

52.117.181.91
52.117.181.92
52.117.181.93
52.117.181.94

Red Hat activation key icdv_shared_se2003bb-c2e5-4399- 3791 91861368607 ]

Private network endpoint

You haven't created a private endpoint yet.
Screenshot
Allow ather aceounts private aceess to your virtual data center and enable Direet Link. Learn more

A browser session will open where you would enter your admin 1D and password
provided to you when you created the VMware Solution Shared.

)0 0 a

[ votmo EDsTesm 3 fard - Drophos ESldeerapiont E) Ansbielowr B3 insurance [ by sccoum - vyper.. B iCouid ) VPC Clirefarence EJOL 0 WamdPH-ARC O vyama-London O vyama-Toronte

-
IBM Cloud for VMware
Solutions

admin

e

Login to the console using admin and password provided.

50



« (] © @ hitps://dakdir01vmw ibm.com/ten 20108 3fba/vdcs/Ac6 31e0s-6b19-4430-B669- 3cBabTedd2eT/vm - @ " ¥ D& =

eam 33 taad - Dropbox ) desrreplant

&
Virtual Machines
Compute v NEW M Lookin Al VMs s unc =

T screenshot

At this point you need to configure you have completed the network configuration.
Choose “Virtual Machines”

Choose New VM.

D& =

«
Virtual Machines

- NEw VM Lookin Al VMs ¥ o c =
me - os ooy pevoicy T Snapshot  Basdms  Netwerks
Powered on Cantos 7 (¢ /6 s
Powered on « 68 s
1
Sacurity
3 Storage ~
Indepen
Storage P
5 Settings v
General
Metadat
e Scraenshot e S T ——

» Choose a Name which is same as Computer name by default or
you can select different names.

Choose "new”

Select the OS Family, Linux in this case

Select Operating system, centos in this case.

Compute Policy select "System Default”

Select a size, we chose small

All other options are kept as default.

YV V. V V V V
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< [<N+]

Name *
Computer Name *

Deseription

Operating System
08 family

Operating System
Boot image

Compute

Compute Policy *

Select a Size

1O Pre-defined Sizing Options

0 sl

(daldlieO1.yrmware-501Utions.c:

[ vanco B oMTeam 35 tasc - Dropbo ) deerreptant £ Ansietowr ) @hnsucance [ My aceou - ype.

ibm.com/tenant/06d2aTecbazdds:

vl

B Bucioui

@ Hew
a

From Tempiate

Linwx
€entOS 8 (4-bit)

Select

System Default

Custom Sizing Optians

Memory (MB)

512

108861538 431b4/vdcs/3c631600-6L

s 0L

2430-8669-3cBa6Tede:

VYRIPHARE @ vyata-Landon O vyatia-Toronto

Storage (68)

Screenshot

Change the Network from DHCP to IP Pool so the VM will get assigned an IP address

from you network.

« c @ © & hitps,

aldir01

cloud.ibr ftenant/06d2a

Yahoo B 1BMTeam 33 fasd - Dropbox [ deerraplant B AnsibleTower £ 1BMinsurance [ My sccount - Hyper.

New VM

Compute

Compute Policy *

Select a Size

1© Pre-defined Sizing Optiens

© smal
Medium

Large

Storage  apo

Disk

dd2

B Buetouis

System Default

Custom Sizing Options

Storage Policy

VM detault policy

Use custom storage policy

Networking < unoo

Network

Press OK
Now your VM is being

52

CHANGES AND GO BACK  ADD
Natwork Adapter Type

vmware-network VMXNET3

provisioned.

a 3d-8669-3cBa 7jvm 4 rin @D ®

VP Cllrtersnce B 0L < °

Memory (M8) Storage (68)

512

Size (GB)

s

1P Mode 1P Address. Primary NIC
¥ DHCP
1P Pool
Manual IP

Auto-assigned

Screenshot




< ¢ @ o a Bab 7 7/vm - @ 1 L IN D@ =

Yhoo EjBMTearm 3% fasd - Oropbos ] deerepiant ) AnsiieTower £23 iBusnsixance [ My sccount - Hyper.. B3 1BMCIoukd ) VP Cllrfacence EDL ) VyattaVRN-VEC @ wyata-London @ vyatt-Toront

ps:/ftaldirc vmware-solutions. clou.ibm.com/ 22a0fb88efb: 2 4c63100a-6b19-

joud for VMware Solut

< Al datacenters [a) I & o @

© Virual machine vma* s being created

Virtual Machines
1 Compute v NEw VM Lookin Al VMs Y & -

vAPpS

) Name. v st os T Memoy T CRUs T  vAppName v  SwomgePolcy v Snapshet 18 Adaress Networks
Virtual Machines

; um-centos-1g2 Powarad on cenos7(6.  8192MB 2 vm-cantosfg2. 4 10PS/GE - 192168206 vmware-net.
Affinity Rules

um-centos-1 red on Centos 7 (6. 192 M8 410PS/G8 168:205 Viware-nat
o) Networking - centos-1g Powared or ent0s 7 ( 192 M 2 cantos-fo OPS/GE 192.168:20, are-net.

vm3 Powered on CentoS8(6.  S12MA 1 vm3-@iS7dbe. 4 10PS/GB - 192168.20.7 vmwar

net

Networks
Edges ] 1-3013ums
Security

£ Storage ~
Independent Disks
Storage Policies

& Settings. ~
General

Metadata

Recent Tasks ’

Task v s T Ty T Start Time & Compiation Time Service Namespace ¥
Screenshot

Undated Virtual 22734268 281 © Succeeded vm & admin 07/05/2020, 111149 AM o7

5/2620, 1112:04 AM comumware.vcloud

To access the VM, press on the name of the VM you just created.

€« [chEn] © & neps:yjdaldino v

W/06d2816¢5a242622

cloud ibm.com/e 0bBBefb4BA31b4/vics/AcET1600-Eb1S- 443d- B669- 3cBa6Tedd2er VMW .

=
=
=]
®
n

[ vshco B MTem & faad - Drobor [ deorreplact [ AnsiieTower B hinsurance [ My sccount - Hyper.. B 10MCIcid  VPC Cll roference. EJDL  VyatiahPN-ARC © wyaa-London ) vyatt-Toronts

IBM Cloud for VMware Sol

< All datacenters o dall ® 50-5380-4552.955;
(D Virtual machine "vma* s being created x
«
A8 Virtual Machines » vm3
: Compute v vm3
D) General
Virtual Machines
Affinity Rules Name vma Vi Dot Conter wmware-dalles
2 Networking 4 ‘Computer Name. vm3
Muare Teols
Networks Description
Virtus! Hardware Version Hwa
Edges
Security Operating System Family Enter 8IS Setup
! Storage v ‘Operating System Centos 8 (64-5t)
Independent Disks Boot Delay o
Storage Policies Storage Policy 410ps/c8
© Settings v
General Hardware
Metadata Guest O Customization
Acvanced
Recent Tasks ¥
Tauk v s v Twee L L Completion Time Servico Namepace 7
Updated Virtual Machine vm3(de038085-2273-4a68-0511-69609daTblca) @ Succosded wm 2 admin 07/05/2020, 111142 AM 07/05/2020, 172:04 AM comumware.veioud

To see more details, expand the Hardware tab.
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< ¢ @ o

[ vahoo £ BMTaam 35 fand - Dropbon £ ceerregant £ AnsieTower £ tinsurance [ My sccourt - Hypar

IBM Cloud

Solution:

& hips:

daldir01.vmware-sol

ns.cloud,

(S

VPE CU reterance EDL

6b19-4434-8669 mivr

VyRtaVPNVRE ) wystta-london ) wyatta-Toronto

< Al datacenters
@ Virtual machine “vma- Is being created

«

i Compute v
vAppS
Virtual Machines
Affinty Rules

9 Networking v
Networks
Edges
security

[ storage ~
Independent Disks
Storage Policies

@ settings v
General

Metadata

Recent Tasks
Task

Updated Virtual Machine vm3(de038085-2:

To set a password to access this VM via ssh, expand on the ‘Guess OS customization”

and choose:
>

YV V V V

Hardware.

Compute Policy * System Default

CPU
Number of virtual CPUs 1
Cores par socket 1

Expose hardware-assisted CRU

virtualzation to guest OS

Memory

Total Memory B
e

Memory hot add

Hard Disks
aop
Name s Bolicy. Bt Type
Status T Type
273-4a68-2511-696e9dTblca) @ Succeeded wm

Enable Guess Customization

Virtual CPU hot acid

Number of sockets

Removable Media
Disconnected

Co/OVD drive
Floppy e Disconnected
s Nummbor Unit Numbar
nkic Start Time Completon Time Serice Homespoce
Screenshot
07/05/2620, 11149 AM 07/05/2020, 111208 AM comumwareveloud

& admin

Allow Local Administrator Password

Specify a password or click on Auto Generate Password.
Press Save
Then reboot the VM to get the changes.

Power it on using “"Power on and force recustomization” option

< Al datacenters

ii: Compute
VADpPS
Virtual Machines
Affinity Rules

@ Networking
Networks
Edges
Security

E Storage
Independent Disks
Storage Policies

& Settings
General

Metadata

—

O transend-od | @ 2ffilaa08fcedOefaefO0de49eale507, © 30f86bSb-5380-4552-9553-fd8675bb615

NICs
«
ADD
v
Primary NIC  NIC Connected  Network Adapter
o o VMXNET3
v
Guest OS Customization
General
Enable guest customization
v
Change SID
Password Reset
v B2 Atlow local administrator password

Require Administrator to change password on first login

Auto generate password

Network 1P Mode IP Address MAC Address

Web-Netwc Static - Man. 192.168.100.10 00:50:56:01:0 (1]

Join Domain

Enable this VM to join a domain
Use organization's domain

© Override organization's domain

Domain Name

Username

Password

Account organizational unit

Specify passwizd

Number of times to log on

automatically

eD!3dC6X

o

Value of O will disable automatic log on as
administrator

Script

Script file

-

To access the VM, you can use ssh or the provided GUI access via Launch Web Console.
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Connected.

To delete a VM, you will need to power it off first using the list on the vertical “...” icon
next to the VM name and then delete it using same menu.
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PowerVS and Virtual Private Cloud Integration
Provision a Gen 2 VPC

To test the PowerVS connection to a VVSI inside a Gen 2 VVPC, we first need to create a
Gen 2 VPC and then add one or more VPC VSls to it.

Login to IBM Cloud. On Top left-hand side, click on the triple line icon and choose
“VPC Infrastructure” and then “overview”

€2 C e © & %5 hitps://cloud ibm.com\

nce B0 ¢ VystaveHvRe

[ vohoo B 188 Team & tasd - ropbox ) dowrrtart £ ccount - Hyper.. ) iBUCIoud () VRC EUI

22 Dashboard

= Resource List

B Classic Infrastructure
@ cloud Foundry

& Functions >
€ Kubernetes >

O Openshift >

pT—. Gortng aned
5 vPe Intrastructure Bl crerview
VPC layout
3 API Management
comoute
O App Development
2 owvoms Victust server nstances

K
o+ Interconnectivity st lays

Custom images
s Observability

& schematics Netwuek
& security vees

Subnets
bl apple Floating IPs
1 Blackenain Public gateways
B Integrate ceess jsts

Here you can provision your Gen 2 VPC.
Press “Create VPC Gen 2”
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IBM Cloud

Provision your compute services on virtual private cloud

Create a fully customizable, software-defined virtual network with superior isolation in
1BM Public Cloud.

Overview

VPC environments

Gen 1 Compute  Viewdocs Gen 2 Compute  View docs
Generation 1 compute offers a broad selection of general Generation 2 compute offers improved netwarking =
purpose profiles and is available in all VPC regions. performance (up to 80 Gbps) and five times faster g
provisioning than generation 1 compute. &
a
W
b
w
Name Region Name Region
Recent VPCs
No VPCs created for Gen 1 compute labservices-vpc-private-dal-fg. Dallas
C for Gen 1
Performance Up to 16 Gpbs network bandwidth per instance Up to 80 Gpbs network bandwidth per instance
Generation 1 compute can be provisioned in minutes (Generation 2 compute has significantly faster
and has improved network performance. provisioning times, and even higher network
Screenshot dwidth than generation 1.
<« c @ 0 &% ibm. Ll J - @0 LN @D ® =

Yahoo 5] 1BMTeam %F faad - Dropbox [] deerreplant ] Ansiblefower £ 18Minsurance [} My account - Hyper.. [SJ1BMGlouid ) VPG CLi reference EOL ) VyattavPN-vPG

Enable Classic Access

Only one VPC per region can communicate with your classic network. If you want ta enable classic

access on another VPC, you must first delete this VPC.

Make sure that the classic network is configured with Virtual Router Forwarding (VRF) and is.
linked to your 18M Cloud account.

Choose “Enable” to allow your VPC to communicate.

» Choose a name for your VPC.
» Choose the VPC location
» Choose a name for your VPC subnet
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ext/provision/vpc - 2§ D@

Q  catal ocs Support N
Summary

New subnet for VPC

1 Virtual private cloud provided
Name

wpc-subnet-dal|

Resourca group.
The resource group can't be changed after the netwark is created.

Learn about resource groups

Default ~

Location w
S
2
Total monthly cost* =
Dallas O Frankfurt i
\ &
Create virtual private cloud
London Washington DC

Get sample API call

1P range selection

We have calculated the most efficient lacation for your IP range (CIDR black) to
maximize your available IP addresses. You can customize the IP range by selecting a
different address prefix, changing the number of addresses or by entering your 1P
range manually.

Need help?

Screenshot
Address prefix Number of addresses 1P range

_ 1BM Cloud Infrastructure X
& c @ O ast

[ Yehoo B ieMTeam 3 faad - Dropbox [ deerrepiant B AnsibieTower £ ieMinsurance [} My account - Hyper.. [ 18MCiouid | VPC Clireference EJOL  VyattaVPN-VPC

Summary

Dallas O|  Frankfurt

1 Virtual private cloud provided

London Washington DC

1P range selection

We have calculated the most efficient location for your IP range (CIDR block) to
maximize your available IP addresses. You can customize the IP range by selectinga
different address prefix, changing the number of addresses or by entering your IP.
range manually.

Total monthly cost*

Address prefix Number of addresses 1P range

FEEDBACK

172.16.128.0/18 v 256 v 172.16.128.0/24 Create virtual private cloud

Address space 172.16.128.0 t0 172.16.191.255
Get sample AP call

1P range: 172.16.128.0/24

Subnet access control list Need help?

Use VPC default v

Public gateway

Attaching a public gateway will allow all attached resources to
communicate with the public Internet

D vetached -

~ o f e FALas

Screenshot

You can keep the IP CIDR it recommends.

At this point, you can choose a Public Gateway to be provisioned to allow access to the
internet. We have chosen not to enable Public Gateway and keep the VPC private.
Choose “Create Virtual Private Cloud” on the right-hand side.

Your VPC is now being provisioned.
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Virtual Private Clouds

Regions
Dallas v New virtual private cloud ©
Status Virtual Private Cloud Resource Subnets Default ACL Default Security Group

Group
; labseryices-vpc-private- sl o
® hwailable ) g Default B revivable-hypertext slingshot-appeal...

¢‘<> What do you want to do next?
#¥* | Since you've already created a virtual private cloud, you can add other services,

FEEDBACK

Screenshot

o e QA ©

Provision a VPC VSI inside the Gen 2 VPC

Now choose the VPC Gen 2 which you just created.

We will now add some VPC VSI into this VPC.

On Top left-hand side, click on the triple line icon and choose “VPC Infrastructure” and
then “virtual server instances”

R © @ %5 nitps:jcioud bm.comvpc- extnerwork/vpes

[ oo 3 trteam 3 taa0 - oropoon £ 0

B Classic Infrastructure
& Cloud Foundry

) Functions >
© Kubormotes >
S openshitt

™ isre

Kl vPC Infrastructure >

o APIManagement
O App Development
3 Devops

ofs Interconnectivity
|+ Obssruabitity

£5 Schematics

& security
b Apple Floating IPs
) Blockehain Public dateways

@ Integrate

Choose a “new instance”
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$0.40/hr

All instances for Vi
Gen 2 compute ;
This eration 2 compute
resources. It cai e eneration 1 instanc Boot volume $0.02/hr
\ Switch to Gen 1 compute

$270.35

FEEDBACK

Get sample AP call

Need help?

Screenshot
—— . [ _a e

» Provide a name for the instance.
Your Virtual private cloud will be automatically chosen.
» Check the box under “Classic Access” to "Enable access to classic

Y

resources” - this is very critical since all your PowerVSI are
under the classic infrastructure and so without this option
checked you cannot ping the PowerVSIs.

» Select your Operating System and Profile

» Your subnet will also be automatically populated.

Press “Create Virtual Server Instance” on right-hand side.
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18M Cloud

Virtual server instances for VPC

vec Infrastructure (B

Regions
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Overview
VPC layout Status Name Virtual Private Cloud Profile
Compute
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Virtual server instances
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Virtual server instances for VPC

Regions
Dallas v New instance @
Status Name Virtual Private Cloud Profile Private IP Floating IP
Compute
® Powered On abservices-vpc-centos-private-server-fg labservices-vpc-private-dal-f x2-2x4 172.16.128.4
Virtual server instances
Items per page: 10 v Page 1
%
<
% What doyou want to do next? @
Subnets = W

Floating 1

Public gat

Block stor:

Screenshot
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Your VPC VSI is not active after a few minutes.

Now you can ping the VPC VSI from the Power VSI and vis versa using private IPs.

End of tutorial
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